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Conput er- Ai ded Scintillation
Canera Acceptance Testing

I ntroducti on:

The purpose of this protocol is to present a uniformset of
procedures that a physicist may use for acceptance testing of a
single crystal scintillation camera that is interfaced to a
conputer system  The neasurenents described are suitable for
ei ther a new caneral/ conputer system nounted on a single chassis or
a new camera that is interfaced to an existing conputer system It
is expected that there will be variations in the neasured para-
meters as the canmera ages or is serviced. The present neasurenents
wi |l serve as baseline values to docunent these changes and as an
aid in a quality assurance program

The measurements described in this protocol are patterned
after the protocol previously witten by the AAPM Nucl ear Medicine
Committee, "Scintillation Camera Acceptance Testing and Performance
Eval uation", (AAPM Report No. 6, 1980) and the NEMA Publication
Standards No. NU -1980 "Performance Measurenments of Scintillation
Caneras”. *

In order to mnimze the need for specialized equipnment, this
docunment describes only those neasurenments which test overall
caner a/ conput er system performance; these include tests of the
properties of the anal og-to-digital converters (ADC) transm ssion
lines and line drivers, as well as the camera itself. If it is
found that a paraneter deviates considerably fromthe expected
value, further tests not described in this document may be required
to isolate the defective subsystem

The National Electrical Manufacturers Association (NEMA)
docunment nentioned above was drawn up by a broadly based committee
of representatives fromnost of the American manufacturers of
scintillation caneras. This docunent defines terns and gives
specific protocols for measuring performance paraneters of
scintillation caneras. Not all manufacturers will choose to
measure and report all NEMA specifications. At the very |east one
shoul d expect to receive on request performance data in the form of
tables and i mages resulting fromthe manufacturer's final test
procedures neasured on the canmera in question. If their test
met hods differ fromthe NEMA standards they shoul d be specified.
Using these results, the physicist can then conpare themto the
results of his/her own measurenents using this AAPM protocol and,
by using his/her professional judgenent, decide whether the canera
is satisfactory. In the NEMA protocol reference is nade to class
standards. A class standard is a value which characterizes a
speci fic performance paraneter typical of the given nodel numnber,

*The NEMA Standards Publication No. NU -1980 can be purchased for
$7.65 from NEMA, Orders Department, 1201 L Street, NW Washington,
DC 20037.



but not necessarily neasured on every camera. Mst of the NEMA
protocol s describe tests perfornmed on each camera manuf act ured.
In this protocol, when tests are presented that relate to NEMA
class standards, a specific note to that effect precedes the
protocol for the test.

The physicist should obtain the operator's manual and service
manual for all conponents in the system and becone thoroughly
famliar with the system before proceeding with these tests.

Certain sections of this protocol are marked optional. These
sections require specialized equipnent or are not directly rel evant
to clinical operating conditions. Individual judgement should be
exercised in utilizing these sections.

Pre-Test Conditions:

Wien perfornming the acceptance tests, sources of radio-
activity should be handled in accordance wi th proper techniques.
Al containers of unseal ed sources shoul d be kept on absorbent
pads and handl ed by gl oved personnel wearing appropriate dosi-
meters. In all cases the neasurenents should be perforned with
the room background as | ow as achi evabl e and other sources (such
as injected patients) carefully excluded from the area. Duri ng
the period of tine the crystal is not protected by the collimator,
for exanple, when performing intrinsic studies, extreme care nust
be tlaken not to danmge the crystal by nechanical or thermal
insult.

If x-ray filmis used, the processor should be checked to
assure that it is properly developing films (3).

Log Book:

At the time of acceptance testing of a new system a
permanent record book should be initiated for that system The
results of the performance testing should be recorded, including
the labeled images and all information necessary to duplicate the
results at some later date. Parameters recorded shoul d include
the date and tine, radionuclide, source activity, background
rates, configuration of source, console and system paraneters,
source-detector distance, collimtor, counting tine, number of
counts, and scatter material. Sone consol e paraneters may change
if adjustnents are made on the canera.

Subsequent quality control, conponent failure and naintenance
records should be recorded in the same book. As previously
mentioned, the user should request of the manufacturer all
performance data available and include this in the log book.



d ossary
Central Field of View (CFOV)

The central field of view (CFOV) is a circular area with a
dianeter that is 75 percent of the dianeter of the useful field of
view (UFOV). The CFOV is centered on the center of the UFOV. See
Fig. GI. This definition may not apply to rectangular field of
view carmeras.

Class Standard

A class standard is a value(s) which characterizes a specific
performance parameter typical of the given model nunber of series
of scintillation cameras for which it applies. Usually the para-
meter is of auxiliary interest and is a subset of a neasured
standar d.

Differential Linearity

Differential linearity or a scintillation camera is the
positional distortion or displacenent per defined unit distance,
with respect to incident gamma events on the crystal.

Differential Unifornity

Differential uniformty of a scintillation camera is the
amount of count density change per defined unit distance when the
detector's incident gamma radiation is a honpgeneous flux over the
field of measurenent.

Digitization Resolution

Digitization resolution is the size in centineters, of the
channel s utilized in the conversion of analog scintillation canmera
signals into discrete bits of data for quantitative neasurenent.
Full Wdth at Half Maximum (FVWHV

Full width at half maxi mum (FWHM is the spread of a point or
l'ine response curve at 50 percent of the peak anplitude on each
side of the peak.
Full Wdth at Tenth Maxi num (FWM

Full width at tenth maxi num (FWIM is the spread of a point or

l'ine response curve at 10 percent of the peak anpltiude on each
side of the peak.
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Integral Linearity

Integral linearity of a scintillation canera is the maxinum
anmount of positional distortion or displacenent within the useful
field of view

Integral  Uniformty

Integral uniformty of a scintillation cameras it the maxinum
deviation in count density fromthe average count density over the
field of view of the camera.

Intrinsic

Intrinsic means the basic scintillation camera wi thout
vari abl es which may change its observed characteristics, e.g.
collimator or display device.

NEMA
National Electrical Manufacturers Association.

Tenporal Resol ution

A termused to describe the ability of a counter to resolve
events closely spaced in tine.

Useful field of view (UFOV)

The useful field of view (UFOV) is a circular area with a
dianeter that is the largest inscribed circle within the collimted
field of view See Figure G1. This definition nmay not apply to
rectangular field of view cameras.

Test Equi pment  Requi red

1) Lead mask 3-nmthick identical in size and shape to the useful
field of view (for various neasurenments).

2) Tc-99m point sources, various activities required (for various
measur enents) .

3) Two lead source holders for two of the Tc-99m point sources.
Six mmshielding required on all sides but one (for tenporal
resol uti on neasurements); see figure 2.1.

4) A nunber of copper filters, 1 to 2 mmin thickness, to provide
filtration for the lead source holders described in item 3.
(see Figure 2.1)

5) Scatter phantom for tenporal resolution measurenents. (see
Figure 2.2)



10)
11)

12)

O thogonal hole pattern: 6-mmthick |ead sheet with square
array of 1.8-nmdianeter hol es spaced on 19 mmcenters. This
pattern nmust be made to very close tol erances to achieve
desired goals. Linear dinmensions nust be held to 1% variations
of nomi nal dinensions (used in linearity and sensitivity

tests).

Volunetric flood source, 2.5-cm active thickness, at |east as
large as the UFOV (with thickness variation of less than 1%.
This may require special construction and filling procedures to
achi eve.

Lead source holder with 3-nmm dianmeter hole (for optional point
source sensitivity test).

Slit mask consisting of a plate with parallel 1 mmslits. The
length of the slits should be at |east equal to the UFOV.

These slits should be spaced at least 3 cm apart. The nunber
of slits will depend on the digitized field size in the axis of
interest. The plate should be at least 3-mmthick (used in
measurement of intrinsic resolution).

Capillary tubes (used in neasurement of extrinsic resolution).

Mul tichannel anal yzer and associated equi pment (used for
optional test to measure energy resolution).

Bar pattern or orthogonal hole pattern (for measurenent of in-
trinsic resolution and display systemresol ution).



1.0 Physical Inspection for Shipping Damages and Production Fl aws.
1.1 Detector Housing and Support Assenbly:

Inspect the alunminum can surrounding the
Nal (T1) detector, shielding and support stand.

1.2 El ectronics Console and Conmputer Consol e:
Inspect the dials, swtches and other
controls.

1.3 Image Display Mdules (Analog, and Digital):

Inspect the dials, switches and other controls.
1.4 | mge Recording Modul e:

I nspect the nechanical operation of rollers or
filmtransfer nechanism Clean the rollers
and check canera | enses for scratches, dust

or other debris.

1.5 Hand Switches:

I nspect the hand switches for proper nechanical
operation and confirmthat the cabling has
acceptable strain relief at maximm extension.

1.6 Col li mat ors:

Inspect the collimators and if possible check
that collinmator aperture correctly centers over
Nal (T1) crystal.

1.7 El ectrical Connections, Fuses, Cables:

Inspect for any |oose or broken cable connectors,
and pinched or damaged cables. Cbtain fromthe
manuf acturer the locations of all fuses or circuit
breakers necessary to check equipnent failure.

1.8 Optional Accessories, e.g. Scan Table, Stress
Equi pment, Physi ol ogi cal Cates or Triggers.

Scan Table and Stress Equipnent - |nspect the
bed alignnent, vertically and horizontally, and
all cables, switches or other controls.

Physi ol ogi cal Gates ot Triggers - Follow procedures
in sections 1.2, 1.3 and 1.4.



1.9

Canera Head Shielding Leakage:

1.9.1

1.9.2

1.9.3

1.9.4

Prepare a syringe to contain 5 to 10 nC (200 -
400 MBg) of Tc-99m

Position the syringe about the detector head,
with the collimator in place, at a distance of
approximately 0.5 neters. Move syringe in a

pl ane parallel to the crystal and record count
rate every 45" while observing the persistence
oscilloscope for effects of defective shielding.

Note integrity and uniformty of shielding in the
| og book.

Repeat 1.9.2 and 1.9.3 with approxi mately 200 uC
(7.5 MBg) of 1-131 or Ga-67 if camera is

designed to be used at energies higher than 140
keV.  Choose a source conpatible with the maxi mum
energy limt of the canera.



2.0 Tenporal Resolution

The measurenment of tenporal resolution is sensitive to
many factors, such as:

1) thickness of scattering material about the source
2) pul se height analyzer w ndow w dth

3) photopeak centering

4) count rate

5) presence of correction circuitry for uniformty,
energy, Or spatial linearity

presence of peripheral electronic equipnent

) location of sources with respect to detector face.

Therefore it is inportant to standardize carefully all
these factors so that neasurements are reproducible. If
correction devices are enployed for field uniformty,
energy, or linearity, all measurements shall be consistent-
tly performed with these devices on or off and the results
so indicated. Data should be acquired separately by the
conputer in order to evaluate the overall performance of
the total system as well as the camera itself.

NEMA specifies five parameters to be measured: input
count rate for a 20 percent count |o0ss, maximum count rate,
and as class standards, typical incident versus observed
count rate curve, system spatial resolution and intrinsic
flood field uniformty at 75,000 cps (observed count rate).

This protocol specifies the measurement of input count
rate for a 20% count loss (2.11, maxinumcount rate (2.2),
extrinsic spatial resolution at 75,000 cps (6.3.9) in-
trinsic flood field uniformty at 75,000 cps (3.3.1) and
extrinsic tenmporal resolution (2.3). Al but the |ast
measurement are conparable to NEVA neasurenents.

2.1 Measurenent of Intrinsic Tenporal Resolution (without
scatter)

2.1.1 Renove the collimtor and mask the camera to the
useful field-of-view

2.1.2 Center a 20% anal yzer wi ndow about the Tc-99m
phot opeak in the absence of significant cps or
l'ess.

2.1.3 Measure background count rate (should be <500 cps).

2.1.4 Prepare two Tc-99m sources:

The sources are to be placed in | ead source hol ders
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2.1.5

2.1.6

providing at least 6 nmlead on the back and sides
to prevent excessive background radiation. The
radiation fromthe sources shall be filtered by at
| east 6 mm copper placed over the source to reduce
scatter from the source holder. The dinensions of
the source and hol der nust be chosen so that the
canera field-of-viewis not restricted at the
speci fied working distance of at least 1.5 neters
fromthe crystal (Fig. 2.1). If the value of the
paral yzing deadtine tis known approxinately, the
activity of each source should be sufficient to
produce an observed count rate of (0.10/ t) + 20%
O herwise, the source activity should be sufficient
to produce about 30,000 cps. If a prelimnary
measurement of tis outside the range 2.7-4.0 psec
the count rate should be adjusted by changing the
sources or increasing the distance or filtration
before repeating the neasurenent of tas described
in 2.1.5.

Use the fol lowing counting procedure at a preset
time of 100 sec for each step. Miintain the same
el apsed tinme between source neasurements in order
to cancel the effect of radioactive decay. Record
data fromthe camera scaler and also fromthe
conputer. Use the sane source positions at each
step.

1. Place source #1 under the canera and record
the count.

2. Place source #2 beside #l and record the
count from the conbined sources.

3. Renove source #l and neasure source #2 only.

4. Repeat the above set of neasurements in
reverse order as a control procedure.

Cal cul ate the paral yzing deadtime for the camera
alone and the camera-conputer system

2 Ry ]

(R; + Rp)?

Ry + Rz ]

Ri2

where R, R, and R,are the average of the two
measured net counting rates from#1 source, #2
source, and sources #l and #2 conbined. The two
values of tshould agree within 1%if the camera is
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stable. Geater values of tfrom conputer data
than fromthe scal er demonstrate conputer data
| osses.

2.1.7 Calculate the input count rate for 20% data | oss

( R2O%)

In 10 _ 0.2231
8 T

Conpare with manufacturer's specification.

1
R_ozoy T

(The present NEMA standard protocol is to nmeasure
sources "suspended" unshielded in front of the
camera at about 1.5 neters. Wth such sources it
is inpossible to avoid scatter fromfloor and walls.
Paral yzing deadtinme, t,is greater, typically by a
factor of about 1.3, than with the reduced-scatter
sources described above.)

2.2 Measurenment of the Maximum Intrinsic Count Rate
of Camera (optional).

2.2.1 Renove col limtor and position nmask as in 2.1.1.
2.2.2 Adjust analyzer window as in 2.1.2.

2.2.3 Prepare a Te~99m source of approximtely 4 nC
(150 MBq) for use in the | ead source hol der
described in 2.1.4. Place at |least 6 nmthickness
of copper filtration over the source holder. Place
the source holder on the floor centered at the
detector axis at about 1.5 neters fromthe crystal.
Move the camera detector up and down and increase
the copper filtration-if necessary to find the
mexi num count rate. At this point any change in
the distance will decrease the observed count rate.

2.2.4 Conpare with manufacturer's specification
2.3 Measurenment of Extrinsic Tenporal Resolution (optional).

2.3.1 Attach all purpose or high sensitivity collimator
to camera.

2.3.2 Adjust analyzer windowas in 2.1.2

2.3.3 Prepare two sources of Tc-99m
If the value of the extrinsic paralyzing deadtine
(ty is known approximately, the activity of each

source should be sufficient to produce an observed
count rate of (100,000/ t) *20% when placed in the
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2.3.4

2.3.5

2.3.6

scatter phantom of Fig. 2. For a typical value of
t,of 5 psec, the observed count rate should be
adjusted to about 20,000 cps. The activities wll
usually be in the range |-7 mCi (SO 250 MBQ),
depending on the deadtime and collimtion. The
source volunmes should be about 5 mi. Wth the
scintillation camera directed horizontally, place
the phantom so that the surface nearest the tubes
is on the face of the collimator with the tubes
ertical at the center of the field-of-view

Fol I ow the counting procedure of 2.1.5.

Cal cul ate the paral yzing deadtime in the presence
of scatter ( t):

2 Rz
Tg =
R1+R2) %

In

R1+R2]

Ri2

Cal cul ate the observed counting rate incurring 25%
data losses (R,,):

'~

C1(3% 4 _0.216
Rs-2s57 = (6 3T 1

~

A 25%data |l oss is suggested as an upper limt for
clinical operation. It should be noted that at
counting rates incurring 25% data |osses, a 2%
increase in patient activity is required to
produce a 1%increase in the observed counting rate
and that attenpts to produce higher counting rates
woul d result in increased patient exposure w thout
comensurate inprovement in information quality.
The foregoing protocol enables one to adjust the
patient dose and camera parameters for whatever
trade-off the operator considers optinmm
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DETECTOR

s UFOV MASK

5
I

15 M
|
SOURCE HOLDER
MUST NOT RESTRICT
FIELD OF VIEW
COPPER ABSORBER
PLATES
y

SOURCE AND SOURCE HOLDER

Figure 2.1. Source and detector arrangement
for the tenporal resolution
measur enents.
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Figure 2.2. Phantom used in neasurenments of
extrinsic tenporal resolution.
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3.0 Intrinsic Unifornmity Testing

The wunifornmity, or counts per unit area of the detector
will be nmeasured in this section. Three basic measures
are used to express the degree of non-uniformty. Two
measures are identical to the NEMA neasure: snoothing of
the flood image followed by a cal cul ation of integral
uniformty and differential uniformty. See glossary for
exact definitions of these terms. The third neasure of
uniformty is the statistical uniformty index (4,5,6).
This index is valuable in a quality assurance program
After a test of ADC performance the basic canera uni-
formty is nmeasured without collimtor and wthout
correction circuitry, if possible (3.1 and 3.2), the
canera uniformty is measured with correction circuitry
and as a function of count rate, PHA (3.3) calibration,
collimation and isotopte energy. Point source sen-
sitivity, while related to canera flood field uniformty,
is defined and measured using distinctly separate
techniques outlined in Section 5.0. Systemsensitivity
and col limator efficiency are measured in the |ast part of
this section (3.4).

3.1 Intrinsic Uniformty (Collinator renoved):

3.1.1 Mask the crystal area to the useful field of view
(UFOv), as defined by the collimators, with a |lead
mask at least 3-mmthick and carefully centered to
ensure the same UFOV as that described by the
col limtors.

3.1.2 ntain a quantity of Te=99m in a point source con-
figuration (activity in a volume of 1 cc or less is
acceptable) to yield a counting rate not exceeding
30 kcps for the pul se height anal yzer (PHA) w ndow
and geonmetric conditions used bel ow. If the results
in section 2 on Tenporal Resolution indicate the
count rate |loss exceeds 10% (just due to the
canera), decrease this count rate linit so as not
to exceed 10% | oss.

3.1.3 Assay the source and record the activity and tine
of assay.

3.1.4 Suspend the source a distance of at |east five
mask diameters fromface of the crystal and
aligned with the center of the detector. Measure
and record the distance.

3.1.5 Properly adjust the PHA. Record the calibration
factors and the PHA wi ndow (15% or 20% the sane
as that used clinically.) The NEMA standard
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3.1.6

3.1.7

specifies a 20% w ndow.

Anal og |mage Acquisition and Analysis

3.1.6.1

3.1.6.2

3.1.6.3

3.1.6.4

3.1.6.5

Digital

3.1.7.1

3.1.7.2

3.1.7.3

3.1.7.4

Di sable any uniformty correction
circuitry in either the camera or
the computer, if possible.

Use the camera display device that is
enmpl oyed clinically.

Acquire the anal og picture sinultaneously
with the digital picture. The intensity
shoul d be set for approximately 20-30
mllion count image or until overflow,

whi chever comes first.

Record the orientation, date, tine of day,
acquisition tinme, camera scaler reading,
and room tenperature. Calculate the
average counting rate and conpare to 3.1.2
and record.

Inspect the imge for non-unifornities.
It is enphasized that this picture nust
be critically exanmined since it is the
basis for subsequent analysis. If
unacceptable wunifornmties are found,
correct them before analyzing the digital
image. After canera repair is perforned,
repeat 3.1 through 3.1.6.5.

| mge Acquisition

Acquire the digital inmage in a 64 x 64 x
16 bit matrix.

Amplifier gains and ADC conversion gains
are adjusted such that the diameters in
the X and Y direction of the field imge
(masked) are converted into at |east 60
of the 64 pixels of the ADC range. For a
non-circular FOV use the diameter of a
circle circunmscribing the UFOV.

Col lect a mininum of 10,000 counts in the
center pixel of the image to achieve a
-1% standard deviation in pixel count.

View the image with a 200 count w ndow
(this represents 2% of the average) while
adj usting the "background subtraction"
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about the average. Carefully inspect
these imges for lines of pixels
systematically extending across the inmage
either in the X or Y directions. If there
are no "X or Y lines" extending across the
image proceed with the analysis of the
digital image. If "X or Y lines" are
present check the differential nonlinearity
of the ADC's with the manufacturer before
proceeding with the analysis of the digital
i mge.

3.2 Digital Inmge Analysis

3.2.1 Field Mask

3.2.1.1

3.2.1.2

3.2.1.3

3.2.1.4

Ascertain the counting rate from the
digital image and conpare to that recorded
from Sec. 3.1.6.4. If they differ by nore
than 1% investigate the cause for this

di screpancy before proceeding with the
analysis of the digital imge. Define a
region of interest in the follow ng way:

Average the 100 pixels that are closest to
the center of the image.

The central portion of the image is
identified as all the pixels containing
more counts than half this average.

Further restrict this field of view for

cal culation by moving in fromthe perineter
of the central portion three pixels in all
directions. This region of interest (RO)
wi Il be used in subsequent cal cul ations.
This region of interest is smaller than the
UFOV (useful field of view) of the NEMA

st andar ds.

3.2.2 Evaluation of NEMA paraneters

3.2.2.1

By using one pixel outside of the RO,
smooth the data once by convolution with
the following weighted 9 point filter
function.

1 2 1
2 4 2
1 2 1
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3.2.2.2

3.2.2.3

3.2.2.4

“Integral unifornmity" is the maximum de-

viation of the counts in the pixels, ex-
pressed as a percent.

_ Max — Min

Integral Uniformity = + 100 [H—_-‘-—ax T Min]

Where (Min)=(Min:lmum)

(Max) (Maximum)

"Differential Uniformity" is the maxi num
rate of change over a specified distance of
the counts in the pixels, roughly the slope.
The flood is treated as a nunber of rows and
colums (slices).

counts in a pixel.

Each slice is processed by starting at one
end, examning for 5 pixels fromthe
starting pixel and recording the maxi mum
difference by determining the highest (H)
and |owest (Low) pixels in the group of 5.
The start pixel is moved forward one pixel
and the next 5 pixels are exanined, etc.
For all the slices the largest deviation is
found. Differential uniformty is
expressed as a percent fromthis |argest
deviation as:

. Hi -~ Low
Differential Uniformity = + 100 [m
The CFOV (central field of view of the
NEMA standard is approxi mated by restric-
ting the field of view by noving in 4
pixels fromthe previously defined RO in
all directions. The "Integral Uniformty"
of 3.2.2.2 and the "Differential Uniformty"
of 3.2.2.3 should be conpared to the
manuf acturer's data for the CFOV for this
region of interest.

3.2.3 Flood field uniformty with statistical unifornity
I ndex (optional)

3.2.3.1

The Statistical Uniformty Index together with High
and Low Pixel Images result in sensitive unifornmty
measures which are very useful in a quality
assurance program

Calculate the nean (AVG and the standard
devi ation SIG of the unsnoothed counts/
pixel for the RO as defined in 3.2.1.3 and
3.2.2.4.
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3.2.3.2 The Uniformty Index* is calculated as a
percent as:

Uniformity Index =

4 100 (5162 - Avg)1/2
AVG

3.2.3.3 Construct two imges of all those pixels
having counts outside the range:

AVG + 2 (SIG- AVQ ™
Low Pixel |mage having counts |ower than:
AVG - 2 (SIG- AVG ™

and Hi gh Pixel |mage having counts higher
t han:

AVG + 2 (SIG- AVG "

If the pictures are random patterns of

pi xels, then no further action is required.
For clusters of pixels investigate the
cause of the non-uniformty.

3.2.3.4 Store for future reference the entire
digital image and the Hgh and Low Pixel
Pi ctures.

3.3 Effects on Uniformty
3.3.1 Count Rate

3.3.1.1 Performthe nmeasurenents of Sections 3.1
and 3.2 at 75 kcps. This corresponds to
NEMA class standard test.

3.3.1.2 Conpare the Uniformty Index and the Low
and Hi gh Pixel Pictures with those
acquired for the low count rate. Major
di screpanci es should be investigated with
the manufacturer.

3.3.2 PHA M sadjustnent (optional)
3.3.2.1 Perform the neasurements of Sections 3.1

and 3.2 for a "reasonable" pul se height
anal yzer nmmladjustnment. The acceptable

*See references 4 and 5 for further information.
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3.3.2.2

uniformty of the image acquired in
Section 3.1.6.5 nust be used to deternine
acceptability of the floods for the high
and | ow adjustments of the w ndow. The
calibration should not be changed by an
amount that makes the flood unacceptable.
Record the parameters such as peak shift
and count rate change. A "reasonable" mal-
adj ustment woul d give a drop in count rate
of 10%

Record the changes in Uniformty Index and
Low and High Pixel Pictures as a beginning
basis for quality control linits.

3.3.3 Collination

3.3.3.1

3.3.3.2

3.3.3.3

3.3.3.4
3.3.4 Energy

3.3.4.1

3.3.4.2

Install a collimtor.

Using the volunetric flood source, perform
the neasurenents in Sections 3.1 and 3.2,
adjusting the activity in the flood source
to not exceed the 30 kcps.

Conpare the Unifornity Index and the Low
and Hi gh Pixel Pictures with those acquired
for the intrinsic uniformty. Mjor dis-
crepanci es should be investigated with the
manuf act urer. It is useful to subtract the
imges fromSection 3.1.7 fromthe inmage
from Section 3.3.3. The difference i mge
shoul d be scrutinized closely for organized
patterns associated with collinator

defects or with rotation of the collimtor.

Repeat for all collimtors.

I f other radionuclides are imged, perform
the neasurements of Sections 3.1 and 3.2
with these radionuclides. It is especially
useful to study a | ow energy enitter

(70-80 keV) and a high energy emtter
(300-400 keV). For high energy collimators,
the lead septa may be visible wth high
resol ution caneras.

Conpare the Unifornity Index and the Low
and Hi gh Pixel Picture with those obtained
for Te-99m. Major discrepancies should be
investigated with the manufacturer.
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3.3.5 Uniformity Correction

3.3.5.1

3.3.5.2

It has been noted that uniformty testing
is to be carried out without uniformty
correction applied, if possible. Repeat
3.1 and 3.2 with uniformty correction ON
if it has been disabled. Record the
fractional count change which results from
uniformty correction.

For a quality assurance programit may
suffice to measure the count rate loss with
the uniformty correction activated as a
measure of the acceptability of the un-
corrected flood. This neasurenent can be
carried out in connection wth Section
3.3.2. 1.

3.4 System sensitivity and relative collimator efficiency

3.4.1 System Sensitivity

3.4.1.1

3.4.1.2

3.4.1.3

3.4.1. 4

3.4.1.5

3.4.2 Relative

3.4.2.1

Pl ace a parallel hole collimator on the
camera.

Prepare a calibrated flat disc source of
Te~99m with a surface area of approximtely
25-100 cn? (a flat tissue culture flask
provides a convenient fluid holder). Adjust
the activity to yield 8-10 kcps with a 20%
wi ndow centered over the photopeak. Record
activity of the source.

Wth the source resting directly on the
center of the protected collinator, neasure
the counting rate with at |east 100 kcps.
Record the count rate.

Renmove the source and record the background
count rate.

The sensitivity is calcul ated as:

net counts sec* HCi " or net counts sec™
Bqg'in Sl units.

Col limator Efficiency

Havi ng established the absolute sensitivity
for one collimtor, the relative sensitivity
measurements may be made with an uncalibrat-
ed source and the absolute sensitivites
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3.4.2.2

3.4.2.3

3.4.2.4

obtained by referring to the absolute
measur enent .

Cbtain the net counts/sec for the same
activity in source as described in 3.4.1.2.
Properly correct for the decay of Tc¢-99m.

Cal culate the relative collimator
sensitivities and conpare with nmanufac-
turer's specifications.

Record the background counting rate for
each collimtor. Acceptable rates with a
collimator are 20-50 cps.
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Spatial Linearity (optional)

This test measures the spatial distortions in the
intrinsic inmmge. See references 10, 11, and 12 for
background information.

Position the orthogonal hole pattern (OHP) on the detec-
tor, taking care not to damage the crystal. The x and y
axes of the OHP nust coincide with the x and y axes of the
conputer nmatrix.

The pattern is used in conmbination with the volumetric
flood source and the orthogonal hole pattern inage
acquired as a 128 x 128 x 16 bit digital matrix. Between
7 and 10 million counts should be accunulated in the

i mage.

A conputer program (described below) |ocates each peak in
the OHP i mage then conputes x and y coordinates for that
peak. An ideal rectangular grid of ideal peak |ocations
is determined, and nonlinearity of the canera-conputer
systemis measured by determning the displacenment between
the ideal and neasured peak |ocations.

4.3.1 The inmge consists of 128 rows of pixels. The
count contents of the pixels in each row are
sumred to give an array of 128 sums.  Searching
this array for maxim identifies the approxi mate
row | ocations of |ocal peaks in the inage.

4,3.2 Once a row containing local peaks is located, a
search across that row is perfornmed to deternine
the colum locations of the local maxima. (A
local maximumis defined as a pixel with a count
greater than or equal to each of its eight nearest
nei ghboring pixels.)

4.3.3 For each local maxinum isolate a 3 by 3 pixel
region of interest centered on that |ocal naxinmm
(see Figure 4.1).

4,.3.4 Sumthe three pixels in each of the colums in the
region of interest to yield three sums, P, P, P.
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Py P3y P33 Qg

(x~1,y+1) (x,y+1) (x+1,y+1)

Pa1 P22 Pa3 Q,
(x-1,y) (x,y) (x+1,y)
P11 Py P13 Q,

(x-1,y-1) (x,y-1) (x+1,y-1)

Pl = PH + PZ] + p31 Q = PH + PlZ + P13
QZ = PZ] + PZZ + P23

:U
1
;'U
+
R-U
+
e

Qa = P31 + Paz + Paa

:U
1
;'U
+
E-U
+
e

Figure 4.1: A schematic representation of determining the suns in
step 4.3.4 and 4.3.5. The squares represent individual pixels in
a digital imge mtrix. The pixel coordinates are represented
within parentheses. The count content of the pixel is represented
by the P,'s. The colum and row suns of pixel counts are
represented by the P's and Q's.  The pixel with coordinates (x,y)
at the center of the 3 by 3 region of interest is a "local

maxi nunf’ whi ch has a count content greater than or equal to the
count contents of each of its eight nearest neighboring pixels.
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4.3.5 If the values P, P, and P,are the three suns
fromleft to right with Pincluding the content
of the local maximum and if the local maxi num has
pi xel coordinates (x,y), the interpolated x coor-
di nate of the peak (xi) is

P3—P1
2 (2P2—P1—P3)
Simlarly, sumthe three pixels in each row. This
will yield three sums, Q, Q, and Qfrom bottom
to top. If the local maxi mum has pixel coordinates
(x,y) and is included in the sumQ, the inter-
pol ated y coordinate of the peak, y is

Q370
2(2Qy-Q;-Q3)

(Both equations may be derived by fitting a parabol a
to the values and using the vertex of the parabola
as the interpolated coordinate of the peak.)

xi=x+

yvi =y +

4.3.6 The interpolated coordinates of the peak (x,V,)
will be termed the "neasured” coordinates of the
peak in the following discussion. After the
coordi nates of each peak are neasured, the
coordi nates of adjacent peaks are used to conpute
the average spacing in the x, then the y directions
of the measured peak |ocations. The average peak
spacings are conmputed for two reasons: (1) to
determine the "dilation" of the systemand (2) to
construct an "ideal" grid of peak |ocations

4.3.7 A rectangular grid of ideal peak locations is con-
structed with the center peak in the ideal grid
superinmposed on the center peak in the grid of
measured peak |ocations. The x (or y) spacing
between the peaks in the ideal grid is equal to the
average x (or y) spacing of the peaks in the
measured grid.

4.3.8 The nonlinearity of the systemat a given |ocation
is obtained by finding the difference between the
i deal and the neasured peak |ocations. A non-
linearity vector is constructed with its tail at the
i deal peak location and its head at the nmeasured
peak location. The x and y conponents of the non-
linearity vector give the direction and magnitude of
the x and y nonlinearity of the systemat that
| ocation

4.3.9 Unfortunately, the ideal grid described in section
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4.3.10

4.3.7 is not the "best" ideal grid, since its
position relative to the measured peak |ocations
was chosen arbitrarily. Therefore, conmpute the
average x and y nonlinearity vector conponents and
subtract these average values fromthe x and y
conponents of each of the nonlinearity vectors
derived in section 4.3.8. These final values give
a description of the spatial linearity perfornmance
of the camera-conputer system

Eval uati on:

4.3.10.1 The dilation of the systemis obtained by
dividing the average peak spacing in the
x direction by the average peak spacing in
the y direction

4.3.10.2 The differential linearity of the system
is given by the standard deviations of the
x and y nonlinearity vector conponents

4.3.10.3 The absolute linearity of the systemis
gi ven by the maxi mum absol ute val ues of
the x and y nonlinearity vector
component s

4.3.10.4 The differential and absolute linearity of
the system should be reported in
mllineters. The conversion between
pixels and nmillimeters in the x and y
directions can be obtained fromthe
average x and y peak spacings since the
correspondi ng spaci ngs between the hol es
in the orthogonal hole phantom are known.
NEMA reports the average value of the x
and y directions for differentia
linearity and the maxi numvalue for the
absolute linearity
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5.0 Point Source Sensitivity

Two protocols are included in sections 5.1 and 5.2. Only
one protocol needs to be performed. The first relies on
havi ng the orthogonal hole pattern as described in equip-
ment section and the appropriate program described in
5.1.4.

The second method of neasuring the point source sen-
sitivity uses a sinple collimted source and sinple
conmput er program together with many repeated neasurenents
at various positions on the crystal to determne the
overall point source sensitivity.

There is an NEMA class standard sinmilar to the second test.
The point source sensitivity is considered a very val uable
parameter of a camera to neasure, especially when
quantitative regional counting is being performed. See
references 10, 11, and 12 for further background

i nformation.

5.1 Point Source Sensitivity (Method 1)

5.1.1 Software: An OHP image is acquired as a 128 by
128 x 16 bit digital nmatrix. A conputer program
| ocates each "hot spot" in the OHP inage, then
centers a 5 by 5 pixel region-of-interest over each
hot spot. A nethod of search is described in
sections 4.3.1 and 4.3.2. The integral count in
each region of interest is deternined. The nean
and standard deviation of the integral counts are
cal cul at ed.

5.1.2 Carefully place the orthogonal hole test pattern
on the detector surface. Do not use a collinmator
with the OHP.

5.1.3 Fill the flood source with a 5-10 mCi (200-400 MBQq)
Tc-99m pertechnate solution. Agitate the flood
source to nmix the contents thoroughly.

5.1.4 Place the flood source on the OHP covering all
holes of the OHP. Tilt the detector slightly to
renmove bubbles in the flood source fromthe detec-
tor field of view if necessary.

5.1.5 Disable the systemuniformty corrector, if
possi bl e.

5.1.6 Center a 20% energy w ndow about the 140 keV phot o-
peak.  The count rate should be |ess than 30 kcps.
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5.

5.

Eval uation

5.

.10

J11

.12

.13

.14

.15

Acquire an inage of the source using both the
canera and the conmputer. The inage should be
acquired as a 128 x 128, 16 bit digital image.
Acquire the imges for approximtely 5 seconds. Al
subsequent image acquisitions nust be taken for the
same length of tine as this initial inmage for
conparisons to be valid.

Examine the conputer image for pixel overflow If
the pixel overflow has occured, decrease the
imging tinme until it is no longer occuring. There
shoul d be a nini num of 30-50 thousand counts per

i mge.

Record the integral counts in both the analog (i.e.
camera) and digital (i.e. conputer) inmage.

Repeat 5.2.6 through 5.2.8 at 25% 50% and 75% of
the distance fromthe center of field of view along
the +X and -X axes.

Repeat 5.2.9 for the Y axis.
Repeat 5.2.9 for lines at 45° to the x axis.

Decay corrections may be necessary.

Average the integral counts and deternine the
standard deviation and maxi num devi ation fromthe
mean for both the anal og and digital acquisitions.

The neasured coefficient at variation should be a
few (1-29% percentage points of the average integral
counts.

I ndi vidual integral count values should be exam ned
to deternine |ocalized regions on the detector of
increased or decreased point source sensitivity.
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5.1.7 Acquire a 128 x 128 x 16 bit digital inage of the

OHP.  The image should contain a minimum of 7
mlilion total counts.

5.1.8 After the inmmge acquisition is conplete, use the

conputer to deternmine integral counts in each hot
spot of the OHP immge. Record the nean and

standard deviation of the integral counts in each
hot spot. Calculate the coefficient of variation:

Coefficient of Variation = standard deviation x 100%
mean

5.1.9 Since this method is prone to systematic errors

5.1.10

introduced by variations in OHP and flood source
constructions, as well as limtations in the
algorithmto integrate the counts in the hot spots,
absol ute conparisons are not reliable. Therfore,
the performance of the system shoul d be conpared
with another well-tuned system  Secondly, integral
counts fromindividual hot spots can be conpared
with one another to detect regional variation in
point source sensitivity. Systematic variations
can be quantified by repeating and rotating the
pattern and flood source with respect to the
crystal and each other. Typical nunbers for this
test result in a coefficient of variation <3%

Repeat with systemuniformty corrector ONif
quanitative counting is performed with the
instrunent in this state.

5.2 Point Source Sensitivity (Method 2)

521

522

523

524

525

Di sable the systemuniformty corrector, if
possi bl e.

Collimate a Te-99m source with a single hole 3 mm
in diameter in a lead container 6-mm thick.

Center a 20% energy w ndow about the 140 KeV phot o-
peak.

Direct the camera so the uncollimted detector
surface is facing upward. Carefully place the
source on the center of the detector.

Adj ust the source strength so that no nore than
10, 000 counts per second are detected at the
surface of the uncollinated detector.
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6.0 Intrinsic and extrinsic spatial resolution

6.1

Intrinsic resolution

The neasurement of intrinsic spatial resolution, in order
to be nost useful to the user, nust be made at various
points on the face of the crystal. The nost common neasure
of spatial resolution is the FWHM  This paraneter and the
associated FWIM are difficult to measure accurately at

mul tiple places on the crystal, using conventional conputer
interfaces.

Studies (7) have shown that the pixel size nmust be at |east
2.5 pixels/FWHM to achieve a systenmic error of less than
5% when the FWHMis calculated by fitting the LSF to a
Gaussi an on a background pedestal by means of a CHI*
mnimzation technique. This inplies that if the FWHM is

4 mmthen a 256 x 256 matrix is required for all caneras.
NEMA procedures require that the pixel size be £0.1 FWHM
The systematic error in this case can be totally neglected.
In witing this protocol, several alternative procedures
were considered, such as: 1) since the digitization |eads
to a systematic error this could be corrected for by |ook-
up table nethods 2) assune the user woul d have necessary
digitization capability available, and 3) nmeasure the LSF
by differentiation of the edge response function (8).

Since alternatives 1 and 3 have not been well documented

at this time, alternative 2 was chosen as the nost reliable
for the user to neasure intrinsic FWHM and FTWM

NEMA neasurenments use a slit nmask consisting of parallel
slits of I-mmw dth over the length of the UFOV and spared
3 cmapart across the UFOV. The central slit lies on the
axis and neasurements in both x and y directions are nmde.
FWHM and FWIM are reported.

Note: As mentioned above, the digitization nust provide
for a minimumof 2.5 pixels/FWHM in order for the FWHM to
be calculated accurately. A coarser digitization will |ead
to significant error. On the other hand if conputer inter-
face to the gamma camera allows finer digitization, then
accuracy is inproved and cal cul ation of the FWHM and FTWM
may be made easier. A zoomfeature of the interface will
be useful.

6.1.1 The resolution mask consists of a plate with
parallel 1 mmslits. The length of the slits should
be at least the UFOV. These slits shoul d be spaced
at least 3 cmapart. The nunber of slits will
depend on the digitized field size in the axis
of interest. The plate should be at |east 3-mm
thi ck.
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6.1.2 The data in the direction perpendicular to the axis
bei ng measured (parallel to the slits) should be
grouped in 3-cm wide bins. This inproves
statistics and is simlar to NEMA technique.

6.1.3 A Tc-99m point source spaced at greater than 5 UFOV
dianeters giving a count rate of <10 kcps through a
20% wi ndow shal | be used.

6.1.4 Accumulate a conputer inmage which results in at
| east 10,000 counts in the peak pixels associated
with each LSF.

6.1.5 The distance between peaks in the profile curve (in
pi xel s) should be divided into the center-to-center
di stance between slits (in m) to deternmine the
di stance represented by each pixel (in mipixel).

6.1.6 The FWHM in nm shoul d be deternmined by 1) direct
measurement using linear interpolation if the
digitization is <0.1 FWHMor 2) fitting the curve
to a Gaussian-plus pedestal by neans of a CH °®
m nimzation as represented by

2
Y = A + Be ~CXM)

where A = Background |evel
B = Peak height
M = Peak nean | ocation

and Std deviation, o = v 1/2C

See reference 13 for further information on the
curve fitting procedure.

6.1.7 If digitizationis <0.1 FWHM then the FWIM can
be calculated by linear interpolation for raw data
as well. If fitting was necessary, then an indepen-
dent measure of FWIM can not be made.

6.1.8 Deternine the average FWHM of the val ues obtained
for both the UFOV and CFOV.

6.1.9 Deternine the average FWIM of the val ues obt ai ned,
if possible, for both the UFOV and CFOV.

6.1.10 Repeat 6.1.1-6.1.9 for a Xe-133 or Tl-201 source
(optional).

6.2 Intrinsic resolution and display system test.

6.2.1 Resolution at 140 keV:
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6.2.1.1

6.2.1.2

6.2.1.3

6.2.1.4

6.2.1.5

6.2.1.6

6.2.1.7

Mask the outer edge of the crystal with the
3-mm thick |lead nmask. |f available, an
electronic field linmting device can be
used.

Poi stion a point source of Tc-99m at | east
5 UFOV dianeters from the crystal.

Center the 20% wi ndow about the photopeak,
and enable the uniformty correction
circuit.

Pl ace a transmission pattern of equally
spaced | ead (thickness at least 3 nm) and
Lucite strips on a quadrant or parallel bar
design carefully aligned with the x and y
axes of the crystal on the surface of the
crystal .

The transmission pattern should be matched
to the resolution of the camera so that at

| east one set of bars is not resolved. The
increment of bar width fromone bar size to
the next should be small so that the in-
trinsic resolution can be neasured with
reasonabl e accuracy. An orthogonal hole
pattern could also be used in this test.

Obtain an inmage of the transm ssion pattern
with the count rate |ess than 10,000 cps.
the imge size less than 5.7 cm and a
total of 1.5 million counts collected for a
smal | field-of-view crystal and 3.0 nillion
for a large field-of-view crystal.

Determne the bar width just resolved by
visual inspection. This distance tines
1.75 approximates the full-width at half-
maxi numintrinsic resolution, and can be
conpared to the appropriate manufacturer's
specifications, and the results of Sec.

6. 1.

Repeat above 3 steps with the bars turned
at an angle 90° to the original direction.
If a four quadrant transmission pattern is
used, continue to rotate the transm ssion
pattern until the smallest bar width
resolved has been imaged in all quadrants
in both X and Y directions. It wll be
necessary to invert the quadrant bar
phantom to achieve this. It is inportant
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that the anpunt of scatter and distance to
crystal not change after inversion.

6.2.1.8 (hserve any spatial distortion of the bar
images in both directions. Determine if the
resolution is naintained across the canera
face and if it is equal in the X and Y
directions.

6.2.1.9 Calculate magnification factor, M, in the
X and Y directions:

image bar width =M
actual bar width £

A different magnification factor can be
calculated for each clinically used inage
si ze.

6.2.2 Resolution at |ower energies (optional):

Repeat steps 6.2.1.2 through 6.2.1.6 using a point
source of Xe-133 or Tl-201. Deternine the bar width
just resolved by visual inspection.

6.3 Extrinsic or system spatial resolution (with and without
scatter).

6.3.1-6.3.9 describes a nmeasurenment simlar to the NEMA
test. The NEMA tests are reported as a class standard.
The same qualifications on digitization holds in this
section as in 6.1, but the requirenents are nuch nore
easily net.

6.3.1 Fill two capillary tubes with high specific
activity Tc-99m. The length of the tubes shoul d
be up to the UFOV if possible and at least 5 cm
long and the internal diameter should be <I.0 nmm

6.3.2 The count rate should not exceed 10 Kcps through
20% centered window. |f desired, higher count rates
can be separately neasured and reported.

6.3.3 Place the sources 10 cm fromthe face of the
collimator on the x axis and parallel to the y axis
(other depths can be measured at 5-cmintervals if
desired).

6.3.4 Acquire an image in the conputer. There should be
at least 10,000 counts in the peak pixel of the LSF.
Digitization in the perpendicul ar direction shoul d
be 3 cmor less.
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6.3.5 Place the second capillary tube 5-cm away from and
parallel to the first tube and acquire another
image on the conputer. Keep both tubes in a plane
parallel to the collimator. Calculate the nunber
of pixels per mm for calibration purposes.

6.3.6 Introduce 10 cm of lucite, or an equivalent plastic
or water between the collimtor and the single
capillary tube and 5 cmof sinmilar material behind
the capillary tube. Acquire a conputer inage and
obtain at least 10,000 counts in the peak pixel of
the LSF.  The capillary tube should be on the X
axis of the image and parallel to the y axis.

6.3.7 Repeat 6.3.4-6.3.6 with the capillary on the Y axis
and parallel to the Y axis.

6.3.8 Calculate FWHM and FWIM in mm averaging all val ues
obtained for both X and Y axes. Report separate
values with and without scatter separately.

6.3.9 Repeat 6.3.4-6.3.7 with a total count rate of 75
kcps. It may be necessary to do this with both Iine
sources in position at the sane tinme.
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Mil tiple window spatial regristration

The spatial registration of the images from each of the
canera's windows shall be neasured and the deviation
between the images for a collimated point source reported
as the larger of the X and Y nmeasurenents, in nmillineters.

The radioi sotope to be enployed is Ga-67. If the camera
has two windows, the peaks at 93 KeV and 296 KeV shall be
enployed.  For three windows the peak at 184 KeV shall be
additional ly enpl oyed.

The total count rate shall not exceed 10 kcps through all
three windows. Each w ndow shall be centered on the photo-
peak and have a width of 20%

A Ga-67 source, collimted through a hole 3 mmin dianeter
by a minimumof 6 mnmin length, shall be placed at two
points on each (X & Y) axis, acquired through the 2(3)
wi ndows, and the displacement in nmillineters conputed.

7.3.1 For the X-axis displacenment nmeasurenent, the
digitization resolution shall be <0.1 FWHM of the
X-axis if possible. Y-axis resolution is
irrelevant.

7.3.2 The collimted source shall be placed on the X-axis,
75% of the UFOV radius fromthe center of the UFOV
(on the CFOV circunference). At |least 1000 counts
shall be acquired in the peak channel through each
wi ndow.

7.3.3 If adigitization resolution is <0.1 FWHV the
center of the peak for each w ndow shall be
deternined as the average of the hal f-maxi num
channel s as described in 6.1.6. If digitization
resolution is <0.5 FWHM a centroid cal cul ation
should be performed to determine the center of the
peak. The displacenent(s) (1 or 2) shall be the
difference in the 296 KeV peak (and 184 KeV peak)
center(s) fromthe center of the 93 KeV peak.

7.3.4 The source is noved to a point on the -X axis, 75%
of the UFOV radius fromthe center to the UFOV.
The neasurement and cal cul ation of displacenent
(7.3.3) repeated. Since the distance between the
two source locations is known, the 2 (or 4) X
di spl acement val ues can be converted into mlli-
nmeters.

7.3.5 The largest of these 2 (or 4) X displacerment val ues
in mis recorded as the maxi mum X registration



error, in mllineters.

7.4 The Y axis displacenment values are measured via the pro-
cedure in 7.3 substituting Y axis and X axis, and the
meximum Y registration error in millineters is recorded.

7.5 The larger of the X or Y displacenents is reported.
Note on nultiple w ndow registration

To obtain 10 pixels per FWHM (7.3.1) it may be necessary
to use the Zoom (Variable ADC Gain). This will make the
calibration of distance in Section 7.3.4 inpossible.

I nstead, place the source at 2 positions nore than 100
pi xel s apart, and nmeasure the physical displacement.

Use this to calculate mmper pixel and thereby calibrate
mm per pi xel and thereby calibration X and Y.
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8.0 Energy Resolution (optional)

This measurenent, in general, requires the use of a
separate pulse height analyzer. This is described bel ow

in section 8.1. It should be possible, but has yet to be
investigated, that the conputer could be used for this
measur enent . Sone conputers have energy channels; on

others the X channel could be used as the energy channel,
while Y receives a fixed voltage. The result should be
equivalent to a 128 or 256 channel multichannel analyzer.
However, biased anplifiers and variable delay circuits nmay
be needed to adequately performthis measurenent with the
comput er.

The measurements below require interfacing the canera Z
pul se, before it is processed by the canera anal yzer
system to an external nultichannel analyzer or single
channel analyzer. The manufacturer's assistance shoul d
be obtained so the camera's warranty is not conprom sed.

8.1 Full width at half maxi num of the photopeak:

8.1.1 These neasurenents should be made with an
uncol limated detector, and a count rate of 10 kcps
froma small source (less than 2 cmin dianeter)
placed at a distance of at |east 2-UFOV dianeters
from the detector face on the central axis.

Mask the outer edge of the crystal with the 3-nm
thick lead mask. |f available, an electronic
field limting device can be used.

8.1.2 Using a Tc-99m source, adjust the gain on the pul se
hei ght anal yzer so that there are 10 or nore
sanpl ing channels in the energy range
corresponding to the full width at half maxi mum
(FWHV) of the photopeak (140 KeV). Determine the
channel position of the center of the photopeak
(140 KeV).

8.1.3 Replace Tc-99m with a source of Co-57 and then
In-111. Determine the center of the 172 KeV
phot opeak of In-111 and the center of the Co-57
phot opeak. Note: other sources may be used to
calibrate the pul se height analyzer at 2 energies
other than the energy of interest. Their energies
shoul d be on each side of the photopeak and not
differ fromthe photopeak energy by nore than 50%

8.1.4 Acquire the energy spectrum of Tc-99m obtaining
a mni mum of 50,000 counts in the center channel,



8.1.5 Acquire a background spectrum over the same channels
as in 8.1.4 with all sources of radioactivity
removed.

8.1.6 Subtract the background spectrum fromthe Tc-99m
spectrum normalized for equal counting tinmnes.

8.1.7 Determine the channel numbers for the upper and
| ower FWHM points, wusing linear interpolation
between points. Subtract the |ower fromthe upper
channel nunber. Miltiply this difference by the
KeV/ channel (calculated in 8.1.3) to determne the
FWHM ( DE) in energy units.

Calculate: AE x 100
140

8.1.8 Calculate the photopeak efficiency by deternining
the ratio:

= 7 FWHM

net counts in the photopeak
net counts in the entire spectrum

Note: the true photopeak counts may be obtained
by fitting the photopeak curve to a Gaussian
distribution and determning the area under the
curve. This will correct for scattered events
near the photopeak.

The photopeak efficiency is sensitive to count rate
and gamma ray energy.

8.2 Wndow width calibration (can be performed only if a
nmul ti channel analyzer with a coincidence node is
avail abl e).

The sensitivity of a given canera neasurement is
particularly dependent upon the accuracy of the w ndow
width calibration. For exanple, in the conparison of the
sensitivity of two cameras, each with a nomnal 20%

wi ndow, when the canmeras actually have wi ndows of 19% and
21% will result in significant systematic differences.

The wi ndow wi dth may be measured with a nultichannel

anal yzer calibrated and operated as discussed above for
energy resolution and neasurenent. In addition, the
canera unbl anking pul se, i.e. the output of the canera
singl e channel analyzer shall be input to the coincidence
circuitry of the multichannel analyzer. Qperating the
mul ti channel analyzer in the coincidence mbde will thus
yield the energy spectrumwhich is accepted by the gamm
canmera single channel analyzer.
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8.2.1 Use a Tc-99m source as described in 8.1.2 and a
20% wi ndow to acquire a spectrumthrough the mlti-
channel anal yzer operating in the coincidence node.

8.2.2 The width of the window shall be nmeasured at the
wi dth where the counts are reduced to one-half of
the peak value, linearly interpolated between
those points in the spectrum This width shall be
expressed as the percent of the gamma ray energy.
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