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This report addresses uncertainties pertaining to brachytherapy single-source dosimetry preceding clinical use. The International Organization for Standardization (ISO) Guide to the Expression of Uncertainty in Measurement (GUM) and the National Institute of Standards and Technology (NIST) Technical Note 1297 are taken as reference standards for uncertainty formalism. Uncertainties in using detectors to measure or utilizing Monte Carlo methods to estimate brachytherapy dose distributions are provided with discussion of the components intrinsic to the overall dosimetric assessment. Uncertainties provided are based on published observations and cited when available. The uncertainty propagation from the primary calibration standard through transfer to the clinic for air-kerma strength is covered first. Uncertainties in each of the brachytherapy dosimetry parameters of the TG-43 formalism are then explored, ending with transfer to the clinic and recommended approaches. Dosimetric uncertainties during treatment delivery are considered briefly but are not included in the detailed analysis. For low- and high-energy brachytherapy sources of low dose rate and high dose rate, a combined dosimetric uncertainty $\leq 5\%$ $(k=1)$ is estimated, which is consistent with prior literature estimates. Recommendations are provided for clinical medical physicists, dosimetry investigators, and source and treatment planning system manufacturers. These recommendations include the use of the GUM and NIST reports, a requirement of constancy of manufacturer source design, dosimetry investigator guidelines, provision of the lowest uncertainty for patient treatment dosimetry, and the establishment of an action level based on dosimetric uncertainty. These recommendations reflect the guidance of the American Association of Physicists in Medicine (AAPM) and the Groupe Européen de Curiethérapie–European Society for Therapeutic Radiology and Oncology (GEC-ESTRO) for their members and may also be used as guidance to manufacturers and regulatory agencies in developing good manufacturing practices for sources used in routine clinical treatments. © 2011 American Association of Physicists in Medicine.
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I. INTRODUCTION

This report addresses uncertainties pertaining to photon-emitting brachytherapy source calibrations and source dosimetry. In the American Association of Physicists in Medicine (AAPM) TG-40 report, the desired level of accuracy and precision is provided for treatment delivery. It is generally assumed that brachytherapy uncertainties are larger than those in external beam applications. One objective of the current report is to quantify the uncertainties involved in brachytherapy so a greater understanding can be achieved. The uncertainty values of brachytherapy apply to both the experimentally measured and Monte Carlo (MC)-estimated values. The 2004 AAPM TG-43U1 report considered these uncertainties in a cursory manner. Before publication of the TG-43U1 report, estimates of dosimetry uncertainties for brachytherapy were limited. Most investigators using MC techniques presented only statistical uncertainties; only recently have other MC uncertainties been examined.

In the current report, the uncertainty propagation from the primary calibration standard through transfer to the clinic for air-kerma strength $S_k$ is detailed (Fig. 1). Uncertainties in each of the brachytherapy dosimetry parameters are then explored, and the related uncertainty in applying these parameters to a TPS for dose calculation is discussed. Finally, recommended approaches are given. Section II contains detailed explanations of type A and type B uncertainties. The brachytherapy dosimetry formalism outlined in the AAPM TG-43 report series [1995, 2004, and 2007 (Ref. 4)] is based on limited explanation of the uncertainties involved in the measurements or calculations. The 2004 AAPM TG-43U1 report presented a generic uncertainty analysis specific to calculations of brachytherapy dose distributions. This analysis included dose estimations based on simulations using experimental measurements using thermoluminescent dosimeters (TLDs) and MC methods. These measurement and simulation uncertainty analyses included components toward developing an uncertainty budget. A coverage factor of $k=2$ is recommended for testing and calibration laboratories per the International Organization for Standardization (ISO) 17025 report and in general for medicine, we also recommend this coverage factor for the scope of uncertainties included in the current report. Thus, a coverage factor of 2 is used in the current report unless explicitly described otherwise.

The current report is restricted to the determination of dose to water in water without consideration of material heterogeneities, interseed attenuation, patient scatter conditions, or other clinically relevant advancements upon the AAPM TG-43 dose calculation formalism. Specific commercial equipment, instruments, and materials are described in the current report to more fully illustrate the necessary experimental procedures. Such identification does not imply recommendation or endorsement by either the AAPM, ESTRO, or the U.S. National Institute of Standards and Technology (NIST), nor does it imply that the material or equipment identified is necessarily the best available for these purposes. These recommendations reflect the guidance of the AAPM and GEC-ESTRO for their members and may also be used as guidance to manufacturers and regulatory agencies in developing good manufacturing practices for sources used in routine clinical treatments. As these recommendations are made jointly by the AAPM and ESTRO standing brachytherapy committee, the GEC-ESTRO, some of the specifically mentioned U.S. agencies, organizations, and standard laboratories should be interpreted in the context of the arrangements in other countries where applicable. In particular, other primary standards laboratories, such as the Physikalisch-Technische Bundesanstalt (PTB) in Braunschweig, Germany, the National Physical Laboratory (NPL) in the United Kingdom, and the Laboratoire National Henri
Becquerel (LNHB) in France perform brachytherapy source calibrations, each measurement system having an associated uncertainty budget. It should be noted that many of these uncertainties affect source parameters before use in the clinic and the clinical medical physicist has no control over them.

II. UNCERTAINTY ESTIMATION METHODS

Uncertainty is a useful and important concept for quantitatively determining the accuracy of measurements and calculations. Uncertainty analysis is different from the outdated method of random and systematic errors. The terms accuracy and precision are still maintained but with slightly different definitions. Accuracy is defined as the proximity of the result to the conventional true value (albeit unknown) and is an indication of the correctness of the result. Precision is defined as a measure of the reproducibility of the result. A stable instrument capable of making high-precision measurements is desired since it can be calibrated to provide an accurate result. Uncertainty determination takes into account measurement or calculation variations, including all of the precisions of the measurements or calculations and their effects on the results. Thus, uncertainty is a part of every measurement or calculation. The hardest part of uncertainty determination is to account for all possible influences. The uncertainty can be thought of as a defining interval, which is believed to contain the true value of a quantity with a certain level of confidence. For a coverage factor of 2 (see above), the true value of the quantity is believed to lie within the uncertainty interval with a 95% level of confidence.

The present-day approach to evaluating uncertainty in
measurements is based on that recommended by the Comité International des Poids et Méesures (CIPM) in 1981.8 The CIPM recommendations included grouping uncertainties into two categories (type A and type B, to be explained below), as well as the methods used to combine uncertainty components. This brief CIPM document was expanded by an ISO working group into the Guide to the Expression of Uncertainty in Measurement (GUM), first published in 1993 and subsequently updated in 2010.9,10 This formal method of assessing, evaluating, and reporting uncertainties in measurements was presented in a succinct fashion in NIST Technical Note 1297, Guidelines for Evaluating and Expressing the Uncertainty of NIST Measurement Results (1994).10 The main points of this Technical Note relevant to the current report are summarized below.

Components of measurement uncertainty may be classified into two types, namely, those evaluated by statistical methods (type A) and those evaluated by other means (type B). In the past, type A and type B uncertainties were commonly referred to as random and systematic errors (more properly uncertainties), respectively. The use of the term error is discouraged in uncertainty analyses since it implies a mistake or refers to the difference between the measured value of a quantity and the true value, which is unknown. For example, what might be considered as an error by one dosimetry investigator could be considered an uncertainty by another investigator. Specifically, investigator 1 might assign a large uncertainty to the dimensions of internal source components without having first-hand knowledge of source construction or the ability to open the capsule. Investigator 2 might question the values used by investigator 1, considering them erroneous, having opened the capsule and measured the dimensions of the internal components. If the true value was known, there would be no need to perform the measurement.

Representing each component of uncertainty by an estimated standard deviation yields the standard uncertainty, u. For the ith type A component, \( u_i = \sigma_i \), the statistically estimated standard deviation is evaluated as the standard deviation of the mean of a series of measurements. For the jth type B component, \( u_j \) is an estimate of the corresponding standard deviation of an assumed probability distribution (e.g., normal, rectangular, or triangular) based on scientific judgment, experience with instrument behavior, and/or the instrument manufacturer’s specifications. Historical data in the form of control charts from a given measurement process may be used to evaluate type B components of uncertainty. The combined standard uncertainty \( u_c \) represents the estimated standard deviation of a measurement result and is calculated by taking the square root of the sum-of-the-squares of the type A and type B components. This technique of combining components of uncertainty, including relevant equations such as the Law of Propagation of Uncertainty, is illustrated in Sec. IV C of the TG-43U1 report.7 In the current report, uncertainty propagation is accomplished by adding in quadrature the relative (%) uncertainties at each step of a measurement traceability chain. This is only the case since the measurement equation is a simple product of measured or calculated quantities. If the probability distribution characterized by the measurement result \( y \) is approximately normal, then \( y \pm u_c \) gives an interval within which the true value is believed to lie with a 68% level of confidence.

Normally, the symbol \( U \) is used to express the expanded uncertainty; however, to avoid confusion with the unit \( U \) for air-kerm strength, this AAPM/GEC-ESTRO report uses the symbol \( V \) for this quantity. An expanded uncertainty \( V = ku_c \), where \( k \) is the coverage factor, is typically reported and is applied only to the combined uncertainty, not at each stage of an evaluation. Assuming an approximately normal distribution, \( V = 2u_c \) (\( k = 2 \)) defines an interval with a 95% level of confidence, and \( V = 3u_c \) (\( k = 3 \)) defines an interval with a level of confidence >99%. When there is limited data and thus \( u_c \) has few degrees of freedom, \( k = t \) factor is determined from the \( t \) distribution.9,10

III. MEASUREMENT UNCERTAINTY IN BRACHYTHERAPY DOSIMETRY

There are a number of uncertainties involved in brachytherapy dosimetry measurements. These measurements are usually performed at research facilities outside the clinic. Dosimetry investigators should propose methods to quantify all these uncertainties and specify them in their publications.

III.A. Intrinsic measurement uncertainties

Inherent characteristics of the source and devices used for dosimetric measurements include knowledge of the source activity distribution and source-to-detector positioning. These characteristics contribute to dosimetric uncertainties, often specific to the model of source and detector.

III.A.1. Source activity distribution

An uncertainty in source activity distribution on the internal substrate components becomes a systematic uncertainty, propagating to all dosimetric measurements. Most brachytherapy sources are assumed to be uniform about the circumference of the long axis due to their cylindrical symmetry. However, in reality the vast majority of sources demonstrate variations of 2%–20% in the intensity of emissions about the long axis for high- and low-energy photon emitters. Such variations are reflected in the statistical uncertainty of measurements if measurements are made at numerous circumferential positions around the source, and the results are averaged.11,12 These variations have been demonstrated in calibrations performed at NIST.13

III.A.2. Source-to-detector positioning

Several types of uncertainty arise from the relative positions of the source and detector and depend on the phantom material and the detector. If TLDs are used, the detector shape (rods, chips, or capsules of powder) may lead to different uncertainties in the location of the detector relative to the source. Film, generally radiochromic film, has become a common detector for brachytherapy dose measurements. The positional uncertainty for film has two components: the positioning of the film and the positional uncertainty for relat-
ing the reading of the optical density to the position in the
phantom. For measurements of some parameters, such as
dose-rate constant $\Lambda$ and radial dose function $g(r)$, the
source is positioned normal to the detector plane. A type A dosi-
metric uncertainty in detector distance from the source relative
to the mean detector distance appears as an uncertainty in
detector reading. However, a type B uncertainty in the mean
distance of a group of detectors must be considered in the
analysis of $\Lambda$ and $g(r)$. For measurements of the 2D aniso-
tropy function $F(r, \theta)$, the uncertainty in the distance of each
detector from the source must be determined. In addition, the
uncertainty in the angle from the source long axis must be
considered. Tailor et al.\(^{14}\) determined the uncertainty ($k=1$)
in the mean distance to the detectors in a water phantom to
be 0.09 mm. However, Tailor et al.\(^{15}\) claimed a seed-to-TLD
positioning uncertainty of 0.05 mm ($k=3$) for a 0.3% type B
component dosimetric uncertainty at $r=1$ cm. More typical
values obtained by a routine investigator would fall around
0.5 mm ($k=1$).

The uncertainty in the detector point of measurement var-
ies somewhat with the phantom material and related tech-
nique. If a water tank scanner is used, there is an uncertainty
associated with the movement and positioning. A scanning
system might display a source-to-detector positioning preci-
sion of 0.1 mm. However, typical positioning accuracy of a
water tank scanner is about 0.4 mm, expressed as $k=2$.\(^{16}\) The
accuracy is more difficult to specify, in part, because of the
uncertainty in the source-positioning device and also because
of the uncertainty in the effective point of measurement for
the detector. Considering only the effects of geometry (i.e.,
the inverse-square relationship) and ignoring signal variation
across the detector (i.e., a pointlike detector), the dosimetric
effects of a 0.04 cm positional uncertainty at distances of 1
cm and 5 cm are 8% and 1.6%, respectively.

For dose rate measurements of the same duration at these
positions, the reading at 5 cm is 25 times lower than the 1 cm
reading due to the inverse-square effect alone, not account-
ing for medium attenuation. For measurements involving
low-energy photon emitters, the relative signal at the greater
distance is considerably lower due to medium attenuation
that is not compensated by increased scatter. Most often, the
detectors used for brachytherapy dosimetry measurements
are not limited by counting statistics, but rather intrinsic
properties such as signal-to-noise ratio and detector repro-
ducibility. This often produces an uncertainty at 5 cm about
ten times larger than that at 1 cm. When compared to source-
to-detector positioning uncertainty, there is partial compensa-
tion between these two effects. The decreased signal with
distance can sometimes be overcome when using integrating
dosimeters simply by leaving the dosimeters in place for a
longer time. Radionuclides with short half-lives limit the im-
provement that can be achieved by increasing the exposure
duration. For $^{103}$Pd, with a 17-day half-life, the dose rate at 5
cm is only 0.4% of that at 1 cm in water. To obtain 1 Gy at
1 cm from a 1 U source requires about 6.9 days. At 5 cm
from this same source, the maximum dose possible after

The expanded uncertainty to measure absorbed dose would be
5.58% ($k=2$).\(^{19}\)

III.B. Dose measurement

There are unique challenges to measuring radiation dose
in the presence of either a high dose gradient or a very low
dose rate (LDR), particularly for low-energy photon-emitting
sources. The major consideration is the need for a detector
with a wide dynamic range, flat energy response, small geo-
metric dimensions, and adequate sensitivity. Radiation mea-
surement devices in general use for brachytherapy source
dosimetry are LiF TLDs, radiochromic films, diamond, di-
ode, and metal-oxide-field effect transistor (MOSFET) de-
tectors. These detector types are considered below and may be
chosen for their dynamic dose range, high-spatial resolution,
feasibility for in vivo dosimetry, approximation to human
soft tissue, or relative ease of use. However, the accuracy of
the results from these detectors is subject to the uncertainties
due to volume averaging, self-attenuation, and absorbed-
dose sensitivity. At the small source:detector distances of
brachytherapy, detector size can influence self-attenuation
and volume averaging.

III.B.1. Thermoluminescent dosimeters

TLDs have been the main dosimeter used for measure-
ment of brachytherapy source dose. Typically, these mea-
surements have been made in solid-water phantoms com-
prised of plastics having radiological characteristics similar
to water. Kron et al.\(^{17}\) provided characteristics that should be
reported each time a TLD measurement is made. A calibra-
tion of the TLDs to a known energy and dose is necessary
to perform dosimetry. Two major sources of uncertainty are the
annealing regime used by different investigators and the in-
trinsic energy dependence $k_{lg}(Q)$, which is per unit of activ-
ity (i.e., Becquerel). Depending on the temperatures and
cooling for the materials, the uncertainty can increase dras-
tically, from 1% to 5%. The uncertainty is reduced when
meticulous care is used in the handling, reading, and irradi-
ation conditions. The other large source of uncertainty is the
variation in the TLD absorbed-dose sensitivity between the
energy used for calibration and that of the brachytherapy
source. This is the uncertainty in the relation of the energy
dependence of the absorbed-dose sensitivity relative to that
in the beam quality used for calibration. Each reading regime
should be the same to reduce the variation. The characteris-
tics that affect thermoluminescence are elaborated upon in
Chap. 24 of the 2009 AAPM Summer School text.\(^{18}\) If care
is taken in each of the regimes, an overall estimate of the
expanded uncertainty to measure absorbed dose would be
5.58% ($k=2$).\(^{19}\)

III.B.2. Radiochromic film

Radiochromic film has become a common detector for
brachytherapy measurements. Advantages of EBT film com-
pared to silver halide film include the following: relative
energy insensitivity, insensitivity to visible light, self-developing characteristics, greater tissue equivalency, and dose-rate independence. Different investigators have noted up to 15% variation in the film response throughout a film that was exposed to a uniform dose of radiation. Sources for these uncertainties have been pointed out by Bouchard et al. Looking at two orthogonal directions, the film response is more uniform in one direction. Applications of various models of radiochromic film in radiation dosimetry have been discussed in detail in AAPM TG-55 (Ref. 25) and more recently by Soares et al. Radiochromic film response is independent of dose rates in the clinical range of 0.1–4 Gy/min. Dini et al. showed that the responses of both XR type T and type R films were independent of the dose rate. The results of their investigations showed a 5% variation for dose rates ranging from 0.16 to 7.55 Gy/min. These results were in good agreement with the finding of Giles and Murphy, who had shown that XR type films are dose-rate-independent within 5%. In an independent investigation, Saylor et al. showed 5% variation in optical densities of HD-810 film for dose rates ranging from 0.02 to 200 Gy/min. However, many of the reports in the literature pertain to older films that are not useful for current brachytherapy measurements. The manufacturer discontinued production of EBT film and now only provides the EBT2 model. The dosimetric uncertainties of brachytherapy source measurements made with EBT2 are increasingly being investigated. Before use, the dosimetry investigator should be aware of the characteristics of the individual type of film.

In general, the handling of the film can be important so that exposure to ultraviolet light and other conditions are minimized; again the uncertainty can be reduced if this care is taken. An estimate of the expanded uncertainty to measure absorbed dose is 10%. Due to the increasing number of different radiochromic films and their dependence on scanning techniques, caution is recommended. In addition, it is important to realize that the scanner can have a significant effect on the results of the film. While investigations have been made for various scanners such as by Hupe and Brunzendorf and by Alva et al., there have been conflicting results requiring further research.

III.B.3. Diamonds, diodes, and MOSFETs

Occasionally, measurements in a water phantom use diode or diamond detectors, but their dosimetric uncertainties can exceed 15% (k = 1) for low-energy photon-emitting brachytherapy sources. These uncertainties result from the large energy dependence of its absorbed-dose sensitivity, nonlinearity, directional dependence, temperature dependence, and bias dependence, especially when used for low-energy brachytherapy sources. Diode characteristics are given in the AAPM TG-62 report by Yorke et al. MOSFET dose response is also energy and dose-rate dependent. While MOSFETs have been used for brachytherapy in vivo dosimetry, they have not been used to date for direct dosimetric parameterization of brachytherapy sources.

IV. MONTE CARLO UNCERTAINTY IN BRACHYTHERAPY DOSIMETRY

While MC methods may be used to characterize brachytherapy source dosimetry accurately, there are both obvious and hidden uncertainties associated with the process that must be accounted for. For large numbers of histories where Poisson statistics applies, the uncertainty in the estimated results decrease by the inverse square root of the number of particle histories. This uncertainty is referred to as the type A uncertainty for MC methods and should be kept to <0.1% when feasible so as to be negligible in comparison to other computational uncertainties. In many cases, it is unfeasible to simulate additional histories due to processing power and time constraints. While variance reduction techniques are sometimes used to diminish type A uncertainties, careful benchmarking is required for radiation transport codes and their individual features and subroutines. The MC dosimetric uncertainty analysis presented in Table XII of the TG-43U1 report listed four separate components and has been substantially expanded here into eight separate components (all but one being type B). These roughly correspond chronologically (for nonadjoint particle transport) with the MC simulation process and must be estimated by each dosimetry investigator for the specific source and circumstance being studied. Consequently, example tables are not provided since the results are dependent on the energy of the source emissions, capsule design, simulation goals, and MC code. This subsection reviews the simulation process and current state-of-the-art for uncertainty analyses. It is important to clarify the methods used to arrive at values for the dosimetric component uncertainties and aspire to minimize these uncertainties. Manufactured sources may differ from their design; MC simulations should be performed with representations of the final clinically delivered product. What follows are descriptions of uncertainties that arise throughout the process of using MC methods to simulate dose-rate distributions in the vicinity of brachytherapy sources. Dosimetry investigators are urged to consider these analyses and introduce detailed estimates in future brachytherapy dosimetry publications.

IV.A. Source construction

Characterization of brachytherapy dose-rate distributions starts with a full understanding of the source construction. In general, brachytherapy sources contain radionuclides that are sealed in a single capsule. High dose-rate (HDR) sources have the capsule attached to a delivery cable used to position the individual source at multiple locations within the patient. Pulsed dose-rate sources are similar to HDR, but the treatment is applied in a protracted manner. LDR sources may be described as individual entities and do not utilize a delivery cable. However, they may be contained within metal or plastic cylinders or a surgical suture material as is the case for stranded seeds. With the current TG-43 dosimetry formalism for low-energy sources based on superposition of individual sources within a 30 cm diameter water phantom to provide full-scatter conditions for r = 10 cm, all that is required is characterization of the active radionuclide and the source.
The dosimetry investigator should independently assess available manufacturer data on source construction, estimate the uncertainties associated with each dimension, and estimate the distribution of results within the available range of results. A theoretical example is provided for how to characterize the source geometry uncertainties for a hypothetical brachytherapy source.

(a) The capsule is a right cylinder made of pure (100%) titanium ($\rho = 4.51 \pm 0.05$ g/cm$^3$), with inner and outer diameters of 0.70 and 0.80 mm (rectangular distribution over a tolerance of $\pm 0.02$ mm), respectively, over all length of 4.52 mm (rectangular distribution over a tolerance of $\pm 0.05$ mm), and end-weld thicknesses of 0.15 mm (rectangular distribution over a tolerance of $\pm 0.03$ mm).

(b) The capsule is filled with room temperature Ar gas ($\rho = 1.78 \pm 0.04$ mg/cm$^3$) and an Ir pellet.

(c) The Ir source pellet ($\rho = 22.56 \pm 0.01$ g/cm$^3$) is a right cylinder with a 0.66 mm diameter (rectangular distribution over a tolerance of $\pm 0.01$ mm) and 4.10 mm active length $L$ (rectangular distribution over a tolerance of $\pm 0.02$ mm) with a $^{192}$Ir loading of $(3.2 \pm 0.2) \times 10^{11}$ atoms uniformly distributed throughout the pellet.

This description presents $k=1$ uncertainties associated only with capsule dimensions, internal components, and location of radiation emission. A sophisticated MC dosimetric analysis would simulate the influence of varying each of these components and estimate the resultant effect of these uncertainties on the calculated dose distribution. Karaïkos et al. investigated the effect of varying the silver halide coating thickness (i.e., 1–10 $\mu$m) for an $^{125}$I source; $\Lambda$ and $g(r)$ were unchanged within 1%. Koona assessed variable $^{125}$I source capsule wall thickness (i.e., 30–100 $\mu$m) and found an influence on $\Lambda$ ranging from +16% to −1%. For similar end weld thicknesses, differences in $\Lambda$ ranged from −0.2% to 0.9%. However, the variation in the end weld thickness led to a significant impact on $F(r, \theta)$ for small polar angles.

IV.B. Movable components

As shown by Rivard, the internal components within the capsule may change position. The dimensions from source to source may vary also. At distances of a few millimeters from some sources, the dose rate can change more than a factor of 2 upon varying the capsule orientation. Since most low-energy sources do not have their internal components rigidly attached to the encapsulation, it is possible that the internal components may move about based on the source orientation. Especially for a low-energy photon-emitting source containing radio-opaque markers for localization, such dynamic aspects may be of clinical relevance under certain circumstances. While this effect can be observed experimentally when the source orientation is rotated 180°, this behavior is readily assessable using MC methods, but more challenging with experimental techniques where localization of the internal components may be unknown. To ascribe MC dosimetric uncertainties to this component, the full range of motion should be considered, along with possibilities for configuring internal components if multiple items are free to move and subtend different geometries upon settling within the capsule. An example is provided.

(a) For the example given in the source geometry uncertainty description, the Ir pellet could move $\pm 0.25$ mm along the capsule long axis and $\pm 0.035$ mm in the lateral direction within the capsule due to a combination of dimensional tolerances.

(b) In addition to the aforementioned shifts, the pellet could possibly rotate within the capsule.

Clearly, the single internal component (Ir pellet) is well constrained, and dosimetric uncertainties due to a dynamic internal component would be small compared to other dosimetric uncertainty components. However, this would not be the case if the internal component containing a low-energy photon-emitting radionuclide were much smaller and nested behind a radio-opaque marker where the radiation emissions would be substantially attenuated in comparison to an optimized geometry for the internal components.

It appears that the dynamic internal components of sources can have the largest influence on dose rate variations and thus should be considered for the source models, positions of interest, and source orientation relevant to the clinical application. In general, the dosimetric uncertainty related to internal component movement increases as photon energy decreases. While not an important aspect for all sources, the dosimetry investigator should assess the impact of this effect for the type of source being examined since some sources are fairly susceptible to this effect (previously mentioned factor of 2) where other sources exhibit less than a 0.1% dosimetric effect at the reference position. Time-averaged internal component positions should be used for reference data, and the dosimetric uncertainties for all possible internal component positions should be considered.

IV.C. Source emissions

Brachytherapy sources generally contain radioactive materials and have capsules to prevent direct contact of the radioactive materials with patients. Exceptions include electronic brachytherapy sources, which generate radiation without radionuclides, and the $^{103}$Pd RadioCoil source. Since nuclear disintegration processes are well understood, there is little uncertainty associated with knowledge of the radiation spectrum from the radioactive materials. A general uncertainty in dose rate per unit source strength at $P(r_0, \theta_0)$ of 0.1% for low-energy sources and 0.5% for high-energy sources may be assumed. However, physical fabrication of brachytherapy sources often involves radiochemistry and other processes to purify the isotopic and elemental composition of the radioactive product. With radiocontaminants having different half-lives than the desired radionuclide, there may be substantial uncertainty concerning the radionuclides contained in the source. When simulated using MC methods, the dosimetry investigator is advised not to assume...
a pure radioactive product and to include the contaminant radionuclides and daughter products in the carrier material if the presence of such contaminants has been verified (mass-spectroscopy measurements and/or photon spectrometry measurements). Further, electron dose contributions from sources generally considered as photon emitters should be considered.48–50

The National Nuclear Data Center (NNDC) at Brookhaven National Laboratory is an internationally regarded reference for radionuclide radiation spectra.51 This database includes all of the commonly used radionuclides in brachytherapy, often listing the precision of photon and electron energies to four significant digits and the emission intensities to three significant digits and probabilities to parts per million. As a result of uncertainties in the source photon energies and the exaggerated precision of emission probabilities, the dosimetry investigator should consider the influence of an inaccurate spectral characterization on the resultant dose distribution. This latter feature would be most meaningful for considering relatively new radionuclides, sources with novel means of generating radiation, and sources that contain radionuclides which emit both photons and electrons.

IV.D. Phantom geometry

Phantom size has a significant effect on brachytherapy dose distributions.52–54 Although variations in radiation scatter and attenuation are readily accounted for with modern external-beam TPS, brachytherapy TPS generate dosimetry data based on brachytherapy dosimetry parameters and cannot account for full-scatter conditions or appropriate scatter conditions for the task at hand. Thus, the dosimetry investigator should describe the phantom size used in the simulations and estimate the influence of scatter conditions over the positions in which dose was calculated. The current brachytherapy dosimetry formalism,2 based on the AAPM TG-43 report,3 stipulates that MC calculations be performed in a 15 cm radius liquid water phantom to provide at least 5.0 cm of radiation backscatter for low-energy photon-emitting sources such as 125I and 103Pd at the farthest position from the source. By the current AAPM definition, low-energy photon-emitting sources are those which emit photons of energy less than or equal to 50 keV.2 Under these circumstances for a 50 keV photon-emitting source, approximately 5.0 and 7.5 cm of backscattering material are needed to simulate infinite scatter conditions within 3% and 1%, respectively.53 Thus, the initially recommended 5.0 cm of backscatter to simulate infinite scatter conditions within 1% applies only for photon-emitting sources with $E < 40$ keV.

IV.E. Phantom composition

Presently, the TG-43 dosimetry formalism does not account for material heterogeneities and recommends liquid water as the reference media for specification of in vivo dose-rate distributions. Being a simple and readily available material, it is not challenging to simulate the composition (H₂O) and mass density ($\rho=0.998 \text{ g/cm}^3$ at 22 °C) of liquid water. However, care must be taken when the dosimetry investigator aims to simulate the geometry of a physical experiment. Here, the setup will often include a plastic medium in place of liquid water. Due to the variable nature in fabricating these plastic media, the dosimetry investigator is advised to determine the composition and mass density independently and assign uncertainties to this assessment. Furthermore, these uncertainties directly impact the resultant dosimetric uncertainties, which should be assigned to the phantom composition. In contrast to phantom size, the MC dosimetric uncertainties due to phantom composition generally increase with decreasing photon energy and increase with increasing radial distance.

Specification of a solid phantom material is important for dosimetric evaluation of brachytherapy sources, particularly for low-energy photon-emitting sources.16,55 Meigooni et al.55 showed that a 0.4% difference in the calcium content of the Solid Water™ phantom material may lead to 5% and 9% differences in $\lambda$ for 125I and 103Pd sources, respectively. These results are in good agreement with the published data by Patel et al.,56 who performed a robust material analysis of the phantom composition. In addition, Meigooni et al. showed the impact of the phantom composition on $g(r)$ for both 125I and 103Pd sources.55 Small differences in phantom composition lead to large differences in $g(r)$ for low-energy photon emitters. Differences were more significant at larger depths from the source, and they concluded that one must use updated correction factors based on correct chemical composition and cross-section data when extracting a consensus of dosimetric parameters for a brachytherapy source by means of the TG-43U1 protocol.2 Dosimetric uncertainties arising from uncertainties in phantom composition are typically classified as type B.

IV.F. Radiation transport code

All MC codes use approximations and assumptions when simulating radiological interactions. For example, generation of multiple-photon emissions following characteristic x-ray production may be simplified to the most probable photons, some MC codes ignore electron binding effects, and electron transport is often reduced to a multigroup algorithm or ignored entirely. Although molecular form factors can be used in some codes, there is no significant dosimetric effect when using an independent-atom approximation for coherent scattering form factors.54 Specific to the use of radiation transport codes for determining brachytherapy dose-rate distributions, there is a practical energy limit for simplification to a photon-only transport technique at the exclusion of coupled photon-electron transport, and high-energy photon-emitting radionuclides such as 192Ir and 137Cs may not be simulated accurately when close to the source. Electron contributions to the dosimetric uncertainty could be negligible given accurate transport equations, empirically derived atomic form factors, and proper implementation of the code by the dosimetry investigator. However, dosimetric differences within 1 mm of a 192Ir source capsule between photon-only and coupled photon-electron transport may exceed 15%.49,50,57

Estimates of $k=1$ dosimetric uncertainties due to the physics
implementation within MC radiation transport algorithms at $r=1$ cm are 0.3% and 0.2% for low- and high-energy sources, respectively, and 0.7% and 0.3% at $r=5$ cm.\textsuperscript{33,47}

**IV.G. Interaction and scoring cross sections**

With the computational geometry established, progression of radiation transport is governed by atomic and nuclear cross sections that dictate the type and frequency of radiological interactions. These cross sections are organized into libraries that are maintained by international agencies such as the NNDC. Uncertainties in the cross sections within the source affect radiation emitted in the phantom. These cross sections are typically calculated and compared to experimental cross sections, determined at discrete energies. Given the physics model used to characterize the element and radiological interaction, a fitting function (such as a log-log fit) is used by the radiation transport code to interpolate between reported cross-section values. Since the interpolation fit may not be robust for all element and energy possibilities, it is recommended to use the recently derived cross-section libraries with high resolution in energy. Sensitivity of dosimetric results on cross-section libraries was illustrated by DeMarco et al.\textsuperscript{38}

MC-based radiation transport codes utilize $\mu_{\text{en}}/\rho$ toward calculating dose rates and are separated from $\mu/\rho$ as, for example, one could determine dose to muscle in water instead of dose to water in water. Here, the $\mu/\rho$ and $\mu_{\text{en}}/\rho$ values for water and muscle would be used, respectively. Thus, the uncertainties ($k=1$ in both $\mu/\rho$ and $\mu_{\text{en}}/\rho$ are of concern and are about 1.2% and 1.0% for low- and high-energy sources, respectively.\textsuperscript{59,60} The influence of the cross-section uncertainties on the absorbed dose is a function of distance from the source with larger distances subject to larger dosimetric uncertainties. For low-energy sources, the dosimetric uncertainties at 0.5 and 5 cm are about 0.08% and 0.76%, respectively; with high-energy sources, dosimetric uncertainties are 0.01% and 0.12% for these same distances.\textsuperscript{33,47} Further research on a modern assessment of cross-section uncertainties is needed.

**IV.H. Scoring algorithms and uncertainties**

All the prior steps set the simulation framework in which the calculations are performed. The dosimetry investigator must select the scoring algorithm used to determine the dose-rate distributions. While some estimators are more appropriate than others,\textsuperscript{61} none will truly represent the desired output resultant from the dosimetry calculations. Typically, some form of volume averaging or energy-weighted modification will be used to determine the dose rate at a given location within the calculation phantom. These uncertainties should be <0.1% for all classes (HDR/LDR and low/high energy) of brachytherapy sources. For path-length estimators used to determine collisional kerma, decreases in voxel thickness along the radial direction will diminish volume averaging within the voxel without significant influence on the type A uncertainties.\textsuperscript{62} However, MC estimators based on energy deposition within the voxel will have type A uncertainties inversely proportional to the square root of the voxel volume and are thus influenced by voxel thickness along the radial direction. Derivation of brachytherapy dosimetry parameters such as $\Lambda$, $g(r)$, $F(r, \theta)$, and $\phi_{\text{en}}(r)$ using MC methods involves the summation of results over various tallied voxels, weighting results based on solid angle, or taking ratios of simulated dose rates. Since all brachytherapy dosimetry parameters are ratios of dose rates, except for $\Lambda$, it is often straightforward to simply take ratios of the raw simulated results. Systematic uncertainties in postsimulation processing may arise when energy thresholds $\delta_{\text{L}}$ intentional volume averaging, or tally energy modifiers are employed. Further research on these uncertainties is needed.

**V. UNCERTAINTY IN THE TG-43 DOSIMETRY FORMALISM PARAMETERS**

What follows is a quantitative assessment of dosimetric uncertainties in the brachytherapy dosimetry parameters used in the TG-43 dose calculation formalism. The reader is directed to the 2004 AAPM TG-43/2 report for definitions of the brachytherapy dosimetry parameters.\textsuperscript{5} The tables in the current report present best practice values for propagated uncertainties and are not meant to be used for uncertainty budgets.

**V.A. Air-kerma strength**

**V.A.1. Uncertainty in NIST primary standard for LDR low-energy photon-emitting sources**

The U.S. national primary standard of air-kerma strength ($S_{\text{K,NIST}}$) for low-energy ($\leq 50$ keV) photon-emitting brachytherapy sources, containing the radionuclide $^{103}$Pd, $^{125}$I, or $^{131}$Cs, is realized using the NIST wide-angle free-air chamber (WAFAC).\textsuperscript{63} The WAFAC is an automated, free-air ionization chamber with a variable volume. As of October 2010, over 1000 sources of 41 different designs from 19 manufacturers have been calibrated using the WAFAC since 1999. The expanded uncertainty ($k=2$) in $S_{\text{K,NIST}}$ is given as

$$V_{\text{WAFAC}} = 2 \sqrt{(s_i^2 + u_i^2)},$$

where $s_i$ is equal to the standard deviation of the mean of replicate measurements (type A) and the quadrature sum of all type B components of uncertainty is represented by $u_i$ (less than 0.8%).\textsuperscript{54}

Following the $S_{\text{K,NIST}}$ measurement, the responses of several well-type ionization chambers of different designs are measured at NIST. To understand the relationship between well-chamber response $I$ and WAFAC-measured $S_{\text{K,NIST}}$ for low-energy photon brachytherapy sources, emergent photon spectra are measured with a high-purity germanium spectrometer. The relative response of calibration instruments has been observed to depend on both emergent spectrum and anisotropy.\textsuperscript{64} Knowledge of source spectrum allows separation of well-chamber response effects due to spectrum differences from those caused by variations in the spatial anisotropy of emissions due to self-absorption by internal source components.
To verify that sources of a given design calibrated at NIST are representative of the majority of those calibrated in the past, several additional tests have been implemented. The distribution of radioactive material within a source is mapped using radiochromic film contact exposures. The in-air anisotropy of sources is studied by taking WAFAC and x-ray spectrometry measurements at discrete rotation angles about the long axis and the axis perpendicular to the midpoint of the source long axis, respectively. The “air-anisotropy ratio,” calculated from the results of angular x-ray measurements, has proven to be a useful parameter for explaining differences in well-chamber response observed for different source models having the same emergent spectrum on their transverse plane.65 The first primary standard device in Europe for calibration of low-energy photon sources was the large-volume extrapolation chamber built at the PTB where the procedures are, in principle, the same as at NIST.66 For each seed type (not necessarily for each individual seed of same type), the spectral photon distribution to obtain the spectrum dependent correction factors for air attenuation, scattering, etc., is determined. Details are given in Ref. 66. Using a sensitive scintillation detector free-in-air at 1 m, both polar and azimuthal anisotropies are measured for each individual seed to be calibrated. The results of the anisotropy measurements are part of the calibration certificate. The NPL also provides air-kerma rate calibrations of 125I sources using their secondary standard radionuclide calibrator, a well-type ionization chamber for which the calibration coefficient is traceable to the NIST primary air-kerma standard.66

V.A.2. Uncertainty in NIST primary standard for LDR high-energy photon-emitting sources

The U.S. national primary standard of SK192Ir for LDR high-energy gamma-ray-emitting brachytherapy sources containing the radionuclide 192Ir is realized using a spherical graphite-wall cavity chamber that is open to the atmosphere.67 Since arrays of approximately 50 sources were required to perform the cavity chamber measurement due to low detector-sensitivity, the SK192Ir of individual sources is determined by using a spherical-Al re-entrant chamber working standard with a 226Ra source to verify the stability of the re-entrant chamber over time. The expanded uncertainty (k = 2) in SK192Ir for LDR 192Ir sources is 2%. Well-chamber response is not as sensitive to small changes in source construction due to manufacturing variability for high-energy photon emitters in comparison to low-energy sources.68 Nevertheless, additional characterization measurements are performed on the sources following calibration, including well-chamber response, photon spectrometry, and radiochromic film contact exposure measurements. The results of these measurements are used to verify that no significant modifications to the LDR low-energy source design have been implemented by the manufacturer.

Similar to 192Ir, the U.S. national primary standard of SK192Ir for LDR high-energy photon-emitting brachytherapy sources containing 137Cs is also realized using a spherical graphite-wall cavity chamber that is open to the atmosphere.69 For routine calibrations, a spherical-Al cavity chamber with several 137Cs working standard sources is used. The expanded uncertainty (k = 2) in SK137Cs for LDR 137Cs sources is 2%. As is the case with LDR 192Ir sources, well-chamber response is relatively insensitive to small changes in source construction. Additional characterization measurements performed on the sources following calibration include well-chamber response and radiochromic film contact exposure measurements.70

At NPL, air-kerma rate calibrations are performed for 192Ir wires and pins using the secondary standard radionuclide calibrator, which is traceable to the NPL air-kerma primary standard. The expanded uncertainty (k = 2) for an 192Ir air-kerma rate measurement is stated to be 1.5%.65

V.A.3. SK uncertainty for HDR high-energy sources

NIST traceability for the measurement of air-kerma strength for HDR 192Ir sources is based on the interpolation of air-kerma calibration coefficients of a secondary standard ionization chamber.71 The weighted average-energy of these sources is 397 keV and thus an interpolated value between the calibration points of 137Cs and 250 kVp x rays is used. However, more rigorous methodologies for the ionization chamber 192Ir air-kerma calibration coefficient have been suggested,72,73 with Eq. (2) from Eq. (1) of Ref. 72,

\[
\frac{1}{N_{\text{SK}}^{192\text{Ir}}} = \frac{1}{2} \left( \frac{1}{N_{K}^{137\text{Cs}}} + \frac{1}{N_{K}^{\text{ray}}} \right),
\]

which results in agreement within 0.5%, falling within the 2.15% uncertainty (k = 2). \(N_{\text{SK}}^{192\text{Ir}}\) is the ionization chamber air-kerma calibration coefficient for 192Ir (or as designated 137Cs or x ray).

There are two techniques to measure \(S_{K}\) using an ionization chamber calibrated as above, the shadow shield method and the seven-distance technique. The seven-distance technique has been refined and the results for \(S_{K}\) from all HDR 192Ir source manufacturers have been found to agree to within 0.5%.74 Air-kerma strength is thus given as

\[
S_{K} = \frac{N_{\text{SK}}^{192\text{Ir}}(M_{d} - M_{j})(d + c)^{2}}{\Delta t},
\]

where \(N_{\text{SK}}^{192\text{Ir}}\) is the air-kerma calibration coefficient for 192Ir, \(M_{d}\) is the direct measurement including the primary beam scatter \(M_{s}\), distance to the source center \(d\), setup distance error \(c\), and irradiation time \(\Delta t\). The value of \(S_{K}\) is then transferred to a well-type ionization chamber.

HDR 192Ir air-kerma standards are established at LNHB, PTB, and NPL.75 An intercomparison of the University of Wisconsin Accredited Dosimetry Calibration Laboratory (ADCL) calibration standard with the LNHB calibration standard showed agreement for a specific HDR 192Ir source within 0.3%.76 Intercomparisons done between NPL and LNHB demonstrated agreement to within 0.3% to 0.5%.77 When uncertainty analysis is performed for all other HDR 192Ir source models and intercomparisons, the overall expanded uncertainty (k = 2) for \(S_{K}\) is 2.15%.73,74 LNHB
achieves a HDR $^{192}$Ir calibration uncertainty ($k=2$) of 1.3% for well-type ionization chambers. Given the assortment of HDR high-energy sources and a variety of calibration methods used at the various primary standards laboratories, the aforementioned calibration uncertainties are not necessarily indicative for other sources or other laboratories.

### V.A.4. Transfer of NIST standard to the ADCLs

The AAPM ADCLs are responsible for transferring a traceable calibration coefficient to the clinics. Therefore, the ADCLs maintain secondary air-kerma strength standards using well-type ionization chambers, which are directly traceable to NIST to a great precision and add about 0.1% to the uncertainty budget. The AAPM Calibration Laboratory Accreditation subcommittee monitors this traceability. ADCLs establish their on-site secondary standard by measuring the response of a well chamber to a NIST-calibrated source. The ratio of air-kerma strength $S_k$ to $I$ yields a calibration coefficient for a given source type. The ADCLs use their calibrated well chamber and manufacturer-supplied sources to calibrate well chambers for clinics. Calibrations of electrometers and instruments monitoring atmospheric conditions are also necessary to complete the system.

For low-energy sources, intercomparisons among ADCLs and proficiency tests with NIST ensure that each ADCL is accurate in its dissemination, and that the calibrations from different ADCLs are equivalent. Europe does not yet have the same scale of infrastructure for low-energy source calibrations as does the U.S.

For LDR low-energy photon-emitting brachytherapy sources, the NIST air-kerma strength standard for each new source model is initially transferred to all ADCLs that are accredited by the AAPM to perform brachytherapy source calibrations by sending a batch of three WAFAC-calibrated sources, in turn, to each ADCL. To ensure that the NIST-traceable standard at each ADCL remains consistent over time with the initial baseline values, subsequent batches of three sources of each model are calibrated by NIST and circulated among all ADCLs at least annually. A NIST-traceable air-kerma strength standard for both high-energy gamma-ray-emitting brachytherapy sources (i.e., $^{192}$Ir and $^{137}$Cs) has been available from all ADCLs for many years. Supplementary measurements performed at NIST, including $I$, photon spectrometry, and anisotropy characterization, provide quality assurance (QA) checks for WAFAC measurements as well as the ability to monitor possible modifications in LDR low-energy seed construction. Data from NIST, the ADCLs, and the source manufacturer for each seed model are plotted as a function of time such that the integrity of the measurement traceability chain is verified. This process provides assurance that any ADCL secondary standard has not changed since the initial transfer within the uncertainty level, serving as a monitor for consistency. Based on the data collected by NIST and the ADCLs over many years, it appears that the accuracy achievable in a secondary standard is not the same for all source models. Variations in emergent spectrum and spatial anisotropy of emissions influence well chamber to WAFAC response ratios, and how well such variations are minimized during source fabrication affects the magnitude of variability in well-chamber measurements for sources of supposedly identical construction.

### V.A.5. Transfer of NIST standard from ADCLs to the clinic

The use of an ADCL-calibrated well-ionization chamber is the usual manner for clinics to measure the strength of their brachytherapy sources. Therefore, the uncertainty in the well-chamber calibration coefficient for the specific type of source used is the key component that creates the final uncertainty in the air-kerma strength measured at the clinic. Following the primary standard measurement of air-kerma strength ($S_{k,NIST}$), the response (usually a measured current $I$) of a well-ionization chamber is determined. The $S_k/I$ ratio yields a calibration coefficient for the well-ionization chamber for a given source type. Such calibration coefficients enable well-ionization chambers to be employed at clinics for calibration of source air-kerma strength. To model the traceability of measurements performed on brachytherapy sources from the primary standard measurement of air-kerma strength at NIST to the transfer of this standard to the ADCLs and source manufacturers to a final verification of source strength at a clinic prior to their use in treatment, uncertainties have been assigned (based on NIST measurement histories) to $S_{k,NIST}$ and $I$ as $\%u_{k,NIST}=0.8\%$ ($k=1$) and $\%u_{I}=0.5\%$ ($k=1$). These values are propagated through the measurement traceability chain in two paths, the first of which is shown in Table I. Although this model is applied to measurements of a single low-energy

---

**Table I.** Propagation of best practice uncertainties ($k=1$ unless stated otherwise) associated with the transfer of air-kerma strength from NIST through the ADCL to the clinic for LDR low-energy brachytherapy sources.

<table>
<thead>
<tr>
<th>Row</th>
<th>Measurement description</th>
<th>Quantity (units)</th>
<th>Relative propagated uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NIST WAFAC calibration</td>
<td>$S_{k,NIST}$ (U)</td>
<td>0.8</td>
</tr>
<tr>
<td>2</td>
<td>ADCL well ion chamber calibration</td>
<td>$S_{k}/I_{ADCL}$ (U/A)</td>
<td>0.9</td>
</tr>
<tr>
<td>3</td>
<td>ADCL calibration of source from manufacturer</td>
<td>$S_{k,ADCL}$ (U)</td>
<td>1.1</td>
</tr>
<tr>
<td>4</td>
<td>ADCL calibration of clinic well ion chamber</td>
<td>$S_{k,ADCL}/I_{CLINIC}$ (U/A)</td>
<td>1.2</td>
</tr>
<tr>
<td>5</td>
<td>Clinic measures source air-kerma strength</td>
<td>$S_{k,CLINIC}$ (U)</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>Expanded uncertainty ($k=2$)</td>
<td>$U/A_{CLINIC}$ (U)</td>
<td>2.6</td>
</tr>
</tbody>
</table>
photon-emitting source, the same analysis may be applied to high-energy photon-emitting sources by using the appropriate $u_c$ values.

In row 1 of Table I, the air-kerma strength $S_{K,NIST}$ of a source is measured, which is then sent to an ADCL. The response of an ADCL standard well-ionization chamber is measured, yielding a current $I_{ADCL}$. A calibration coefficient for the chamber $S_{K,NIST}/I_{ADCL}$ is then calculated (row 2). The ADCL receives a source from the manufacturer (row 3), and the air-kerma strength $S_{K,ADCL}$ is calculated based on the standard well-chamber current measurement and the calibration coefficient for the chamber. To transfer the source calibration to the clinic, a well chamber from the clinic is sent to an ADCL, where the calibration coefficient $S_{K,ADCL}/I_{CLINIC}$ is determined (row 4). Finally, in row 5, the well-chamber ionization current is measured and multiplied by the calibration coefficient, yielding an air-kerma strength $S_{K,CLINIC}$ for the clinical source. According to this model, the propagation of uncertainties from the various well-chamber measurements involved in the transfer of the source-strength standard to the clinic results in a minimum expanded uncertainty ($k=2$) in $S_{K,CLINIC}$ of 2.56%. This level of uncertainty assumes that the clinic is measuring a single seed with a high-quality electrometer and other reference-quality measurement equipment. An alternate method of calibration, instead of the well-chamber calibration, is for the clinic to purchase a source and send it to the ADCL for calibration. When this calibrated source is sent to the clinic, it is used to calibrate the clinic’s well chamber. This procedure results in an additional uncertainty of 0.6%, resulting in a total uncertainty of 2.83% at $k=2$.

The second path of the measurement traceability chain is illustrated in Table II. Following measurement of air-kerma strength $S_{K,NIST}$ at NIST, a source is returned to the manufacturer. The response of a manufacturer’s well-ionization chamber is measured, yielding a current $I_M$. A calibration coefficient for the chamber $S_{K,NIST}/I_M$ is then calculated (row 2). For QA purposes, the air-kerma strength $S_{K,M}$ of a reference source is calculated based on well-chamber current measurements and the chamber calibration coefficient (row 3). This reference source is used to determine the calibration coefficient $S_{K,M}/I_M$ for a well-ionization chamber located on the source production line (row 4). To verify source strength as part of the production process, the well-chamber ionization current is measured and multiplied by the calibration coefficient, yielding an air-kerma strength $S_{K,M}$ for the source (row 5). Finally, in row 6, the source is placed in a 2% wide bin with other sources of air-kerma strength $S_{K,M \text{ bin}} \pm 1\%$. Some manufacturers have larger bin sizes, up to 7% wide. Therefore, a range is included in row 6 of Table II to account for the range in bin sizes. The source is then sent to a clinic for patient treatment. According to this model, the propagation of uncertainties from the various well-chamber measurements involved in the transfer of the source-strength standard to the manufacturer, including binning, results in a minimum expanded uncertainty ($k=2$) in $S_{K,M \text{ bin}}$ of 2.83%. To evaluate the uncertainty due to binning, the binning process is treated as an additive perturbation such that

$$S_{K,M \text{ bin}} = S_{K,M} + B,$$  \hspace{1cm} (4)

where $B$ is the bias associated with placing a seed of air-kerma strength $S_{K,M}$ in a bin of center value $S_{K,M \text{ bin}}$. The bin width is modeled by a rectangular distribution, yielding a component of uncertainty due to binning of 0.6% for a 2% wide bin and 2.0% for a 7% wide bin. The minimum uncertainty in $S_{K,M \text{ bin}}$ ($k=2$) is therefore 2.81%, increasing to 4.78% for the widest bin in this model (row 6 in Table II).

Now the question may be asked, “How well should the clinical determination of source air-kerma strength ($S_{K,CLINIC}$) based on an ionization current measurement in a calibrated well chamber agree with the value ($S_{K,M \text{ bin}}$) provided by the manufacturer?” To answer this question, one must first establish a source acceptance criterion. One possibility is to require that the absolute value of the difference between the air-kerma strength stated by the manufacturer $S_{K,M \text{ bin}}$ and that determined by the clinic $S_{K,CLINIC}$ be less than the propagated uncertainty of that difference with an appropriate coverage factor according to

$$|S_{K,CLINIC} - S_{K,M \text{ bin}}| < \sqrt{V_{S_{K,CLINIC}}^2 + V_{S_{K,M \text{ bin}}}^2 - V_{S_{K,WAFAC}}^2},$$  \hspace{1cm} (5)

Since $V_{S_{K,WAFAC}}$ is common to both paths of the measurement traceability chain, it is removed (in quadrature) so as not to be added twice. Using the uncertainties determined from the model at the ends of the two paths of the measurement traceability chain, $S_{K,CLINIC}$ must agree with $S_{K,M \text{ bin}}$ to within 3.4% (assuming 2% bins) in order for the source to be
acceptable for use by the clinic. This result is for a set of measurements made on a single source and does not include uncertainties due to source-to-source variability. Thus, ±3.4% is the lower limit for the source acceptance criterion. The criterion for acceptance of calibration is discussed in Ref. 79, where the lower-third of its Table II for 100% source assay is directly comparable to Table II of the current report.

In the case of high-energy sources, the procedure is similar to that given above with some minor differences. For LDR high-energy sources, there are long-lived sources, such as $^{137}$Cs, and shorter-lived sources, such as $^{192}$Ir sources. Table III is presented for the clinic measurement uncertainty with an ADCL-calibrated well-ionization chamber and is certainly appropriate for a short-lived source. Following the same model of uncertainty propagation as above (assuming $\%u_{k,j}=0.5\%$ for each well-chamber measurement), the minimum expanded uncertainty ($k=2$) of clinical air-kerma strength measurements for LDR high-energy sources is 2.8% (Table III). In the case of a long-lived source, the original NIST-calibrated source may be used, in which case, rows 2 and 3 are not present. In this case, the uncertainty in the ADCL calibration of the clinic well chamber is 1.12% and the uncertainty in the clinical measurement is 1.22%, with the expanded uncertainty of 2.45% ($k=2$). The HDR high-energy sources have a NIST-traceable calibration through an interpolated calibration coefficient from two photon beams as given in Ref. 71. Following the same model of uncertainty propagation as above (assuming 0.5% uncertainty on each well-chamber measurement), the minimum expanded uncertainty ($k=2$) of clinical $S_k$ measurements for HDR high-energy sources is 2.94% from Table IV.

### V.B. Dose-rate constant

As $\Lambda$ is defined as the ratio of dose rate at the reference position to the air-kerma strength, $\Lambda = D(r_0, \theta_0)/S_k$, the $\Lambda$ uncertainty is simply

$$\%u_{\Lambda} = \sqrt{\%u_{D(r_0, \theta_0)}^2 + \%u_{S_k}^2}. \quad (6)$$

While Sec. V A 5 discussed $u_{S_k,CLINIC}$, clinical users do not measure the reference dose rate and thus do not directly obtain $\%u_{\Lambda}$. Instead, $\%u_{\Lambda}$ values are taken from the literature of dosimetry investigators upon deriving $\Lambda$. For instance, when the AAPM issues consensus datasets, $\Lambda$ and $\%u_{\Lambda}$ consensus values may be provided with $\%u_{\Lambda}$ values generally smaller than the individual investigator $\%u_{\Lambda}$ value due to increased sampling of candidate datasets. For low- and high-energy photon-emitting brachytherapy sources, the measured values of $\%u_{\Lambda}$ ($k=1$) are approximately 2.9%; MC-simulated values of $\%u_{\Lambda}$ ($k=1$) are approximately 2.1%.

### V.C. Geometry function

The geometry function is dependent on $L$ (or effective length), $r$, and $\theta$. Since $L$ is primarily used to minimize interpolation errors during treatment planning, it can take on almost any value.\cite{6,2,80,83} However, realistic dose distributions are usually best-approximated through using realistic $L$ values. In practice, the geometry function is used by dosimetry investigators to determine other parameters such as $g(r)$ and $F(r, \theta)$. In both cases, the geometry function is used to remove the effects of solid angle when evaluating measurements or calculations of dose rate around a source. Consequentially, the expanded uncertainty of clinical $S_k$ for HDR high-energy brachytherapy sources is

$$\%u_{S_k} = \%u_{D(r_0, \theta_0)} + \%u_{S_k},$$

...
sequently, the geometry function appears in both the numerator and the denominator of the expressions used to determine these parameters. A proper uncertainty analysis will recognize the artificial decoupling of the TG-43 brachytherapy dosimetry parameters, and that the geometry function cancels out once dose-rate values are obtained in the TPS as long as it is used consistently in the other parameters such as \( g(r) \) and \( F(r, \theta) \). Variability in dose measurements resulting from the associated variability in source positioning contributes to dosimetric uncertainties, not geometry function uncertainties. Thus, the practical implementation of the geometry function means there is no associated uncertainty. That is, \( u_{G(r, \theta)} = 0 \). While sources of a given model have \( L \) variations, these variations manifest themselves with physical dose rates and other parameters because a single consistent \( L \) is used for a given source model. \(^{81}\)

### V.D. Radial dose function

The radial dose function uncertainty is the square root of the sum of the squares of the relative dose-rate uncertainties at the reference position and point of interest on the transverse plane. In Sec. V.C, it was shown that the geometry function uncertainty was zero. Thus,

\[
\% u_{g(r)} = \sqrt{\% u_{D(r, \theta_0)}^2 + \% u_{D(r, \theta_0')}^2}.
\]  

In general, the uncertainty increases for large \( r \) (more for low-energy sources where attenuation is greater) and for small \( r \) (based on dosimetric uncertainties close to the source). Estimates of this type B uncertainty are based on the experience gained through the derivation of a large number of AAPM consensus datasets from candidate datasets. \(^2\) For 0.5 cm ≤ \( r \leq 5 \) cm, low- and high-energy photon-emitting brachytherapy source measured values of \( \% u_{g(r)} \) (\( k=1 \)) are approximately 2% and 1%, respectively; MC-simulated values of \( \% u_{g(r)} \) (\( k=1 \)) are approximately 1% and 0.5%, respectively. These dose uncertainties increase for \( r < 0.5 \) cm due to the influence of dynamic internal components and for \( r > 5 \) cm due to cross-section uncertainties in the phantom material.

### V.E. 2D anisotropy function

The 2D anisotropy function uncertainty is the square root of the sum of the squares of the relative dose-rate and geometry function uncertainties. It was shown that the geometry function uncertainty was zero in Sec. V.C. Thus,

\[
\% u_{F(r, \theta)} = \sqrt{\% u_{D(r, \theta)}^2 + \% u_{D(r, \theta')}^2}.
\]  

In general, the uncertainty increases with increasing \( r \) and when \( \theta \) approaches the long axis of the source due to diminished dose rates. As \( \theta \) approaches 90°, \( \% u_{F(r, \theta)} \) approaches zero. The numerator and denominator of \( F(r, \theta) \) share the same \( r \), and uncertainties due to cross section or medium corrections are minimized. Estimates of this type B uncertainty are based on the experience gained through the derivation of a large number of AAPM consensus datasets from candidate datasets. \(^2\) For low- and high-energy sources, measured \( \% u_{F(r, \theta)} \) (\( k=1 \)) uncertainties are approximately 2.4% and 1.3%, respectively; MC-simulated values of \( \% u_{F(r, \theta)} \) (\( k=1 \)) are approximately 1.1% and 0.6%, respectively. These uncertainties are weighted over all polar angles and are substantially larger near the source long axis where dynamic internal components may cause large dose variations.

### V.F. 1D anisotropy function

Since the 1D anisotropy function is the average of the dose rate around the source at a given \( r \) divided by the dose rate on the transverse plane at the same \( r \), it is a relative function just like \( g(r) \) and \( F(r, \theta) \). Because of the volume averaging, it is more complicated to express the dosimetric uncertainty at a given radius since the 4\( \pi \) sr averaging may require exclusion of the capsule. However, its expression is similar to that for the 2D anisotropy function,

\[
\% u_{\phi_{\alpha}(r)} = \sqrt{\% u_{F(r, \theta)_{\alpha}}^2 + \% u_{D(r, \theta_{\alpha})}^2}. \tag{9}
\]

In practice, \( \% u_{\phi_{\alpha}(r)} \) is less than \( \% u_{F(r, \theta)} \) due to diminishment of positioning uncertainties due to volume/angular averaging. As for \( g(r) \) and \( F(r, \theta) \), uncertainties increase for large \( r \) (diminishment of dose rate) and for small \( r \) based on dosimetric uncertainties close to the source. Estimates are based on the determination of \( F(r, \theta) \) uncertainty (Sec. V.E). For low- and high-energy sources, measured \( \% u_{\phi_{\alpha}(r)} \) (\( k=1 \)) uncertainties are approximately 1.5% and 1.1%, respectively; MC-simulated values of \( \% u_{\phi_{\alpha}(r)} \) (\( k=1 \)) are approximately 0.6% and 0.4%, respectively.

### V.G. TPS uncertainties summary

The uncertainty in TPS-calculated dose will be based on the combination of uncertainties of NIST-traceable \( S_k \) and the dose rates determined by the dosimetry investigator. However, there are additional uncertainties introduced by the TPS.

Commissioning of the brachytherapy source for dose calculations requires the physicist or other responsible person to install source characterization data into the TPS computer. Since primary calculations for patient treatment are almost never performed today using manual methods, other than for a check, the uncertainty associated with manual calculations will not be discussed. Therefore, the question becomes, what additional uncertainty is associated with the installation of source characterization data, and the use of those data in the TPS, to calculate dose distributions?

When dosimetry parameters are entered, the frequency and spacing of the data are key since the TPS performs interpolation on the entered data. Unless spacing varies in inverse proportion to the contribution of a parameter, the uncertainty is likely to be different at different distances. When fits to experimental- or MC-derived dosimetry parameters are entered, the uncertainty relates to the quality of the fit. The fit approach and model used will affect the uncertainty. Further, the TPS dose calculation uncertainty depends on the implementation of the algorithm, the calculation matrix spac-
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VI. RECOMMENDATIONS

Uncertainty analyses should include all dosimetric properties of clinical brachytherapy sources and follow a common set of guidelines and principles, analogous to TG-43 parameters for brachytherapy sources. We recommend following the principles described in Secs. I and II of the current report. This will provide more accurate and meaningful determination of dose in treatment plans and facilitate comparison between multiple investigators. The goal is to quantify overall uncertainty in the delivered dose and maintain it at the lowest possible level.

VI.A. General uncertainty

Uncertainty analyses should be performed using a universal methodology. The recommended methodology (i.e., GUM) was described in detail in Sec. II of the current report and is fully documented in NIST Technical Note 1297.10 AAPM/GEC-ESTRO recommends that when reporting uncertainties of physical quantities relevant to brachytherapy (e.g., air-kerma strength, absorbed dose, and dose rate), the expanded uncertainty should be given along with the measured value of the quantity using a coverage factor of 2 ($k=2$). Moreover, the current report has adopted the symbol $U$ to indicate expanded uncertainty to avoid confusion with the symbol $V$, which is commonly used by the medical physics community to indicate $S_K$ units. In addition, all components of uncertainty, identified as type A or type B, should be tabulated along with the calculated value of the combined standard uncertainty. The statistical methods used to obtain the various components of $u$, should be described in detail, and a level of confidence interpretation of the results may be included, if appropriate.

VI.B. Clinical medical physicists

VI.B.1. $S_K$ and TPS data entry

To minimize uncertainties, clinical medical physicists should use the consensus brachytherapy dosimetry data. The use of nonconsensus data would lead to a mistake (see Sec. II) rather than an increase in uncertainties. The primary aspects under control by the clinical medical physicist are measurements of $S_K$ and TPS data entry. For the first aspect, the clinical medical physicist should follow the 2008 AAPM brachytherapy source calibration recommendations.79 For TPS data entry, the physicist should carefully consider the recommendations of Sec. V G and avoid inadvertently increasing the uncertainties by, for example, deviating from the numerical or spatial resolution of the AAPM-recommended consensus dataset. Here, the 2% tolerances associated with dataset interpolation may increase with a coarser dataset. Another example of a local uncertainty exceeding the best practice values in the current report would be the use of a novel source with a certification indicating higher $S_K$ uncertainties than presented in Sec. V A.

VI.B.2. Treatment planning system developments

It is important for the clinical medical physicist to keep an eye toward the future regarding efforts to improve the current TG-43 dose calculation formalism. These improvements might include development of dose calculation algorithms to account for intersource attenuation, phantom scatter, and material heterogeneities.7 Currently, there is an infrastructure in

<table>
<thead>
<tr>
<th>Row</th>
<th>Uncertainty component</th>
<th>Relative propagated uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$S_K$ measurements from row 5 of Tables I and IV</td>
<td>1.3</td>
</tr>
<tr>
<td>2</td>
<td>Measured dose</td>
<td>3.6</td>
</tr>
<tr>
<td>3</td>
<td>Monte Carlo dose estimate</td>
<td>1.7</td>
</tr>
<tr>
<td>4</td>
<td>TPS interpolation uncertainties</td>
<td>3.8</td>
</tr>
<tr>
<td>5</td>
<td>Total dose calculation uncertainty</td>
<td>4.4</td>
</tr>
<tr>
<td></td>
<td>Expanded uncertainty ($k=2$)</td>
<td>8.7</td>
</tr>
</tbody>
</table>
place for dosimetry investigators, source manufacturers, TPS manufacturers, clinical medical physicists, and professional societies to promote consistent usage of a standardized dataset (i.e., TG-43 dosimetry parameters) for a single-source model. As dose calculation algorithms become more sophisticated, these standardized datasets will no longer be directly used for derivation of patient dose. Consequently, the clinical medical physicist must note the changes in dose calculation uncertainty as TPS manufacturers migrate toward more sophisticated algorithms. This topic is under investigation by AAPM TG-186.

VI.B.3. Clinical dosimetric uncertainties

While lower uncertainties are clearly better, what maximum uncertainty should be clinically acceptable? Like the joint ABS/ACMP/ACRO report, the AAPM and GEC-ESTRO also recommend actions be taken to reduce the uncertainty in dose delivery for a particular patient implant such as applicator repositioning, written directive adjustment, or procedure termination. However, the AAPM and GEC-ESTRO recognize that at this time the clinical medical physicist is unlikely to be able to accurately determine the dosimetric uncertainties in multiple sources because no specific recommendations have been published. Clinical practice recommendations on the uncertainty of the dose deviation have not been previously provided. Table V summarizes dosimetric uncertainty contributions that lead to an overall expanded uncertainty of less than 10% ($k=2$) for conventional photon-emitting brachytherapy sources. Yet there may be sources in which these dosimetric uncertainties are larger, such as when using investigational sources that lack a robust source-strength calibration traceable to a primary standards laboratory, or for sources whose calibration carries uncertainties larger than those in row 1 of Table V due to design variations and subsequent energy differences. These circumstances and other factors may result in increased dosimetric uncertainties as recognized previously by Nag et al. When these uncertainties add to those for sources of Table V and exceed 20% ($k=2$), then the AAPM and GEC-ESTRO recommend that brachytherapy implants be performed with caution—preferably under Institutional Review Board (IRB) oversight with prior disclosure to the patient about the uncertain aspects of the procedure.

VI.C. Dosimetry investigators

When performing physical measurements, investigators are encouraged to identify as many sources of uncertainty as possible. Several potential sources of uncertainty in physical measurements performed on brachytherapy sources exist. Many of these have been presented in Sec. III. Other sources of uncertainty may exist and, therefore, it is up to the individual investigators to determine other potential uncertainties and evaluate them appropriately. However, the specific areas of uncertainty presented in the current report should be addressed in articles providing dosimetry parameters for brachytherapy sources and should include:

1. Positional uncertainty: When evaluating measurement position uncertainty, both source and detector positional uncertainty should be evaluated. In addition to source-to-detector distance uncertainty, angular uncertainty and its effect on the measured quantity should be addressed. Tolerances for specific source positioning jigs and phantom construction should be included in the uncertainty analysis. Moreover, due to the nature of the radiation emitted from brachytherapy sources, the magnitude of the uncertainty often depends on the distance from the source, as described in Sec. III A. Efforts should be made to address this behavior.

2. Dose measurement: Brachytherapy source dosimetry investigations usually involve the quantification of dose from the source. When performing such measurements, the investigator must account for specific detector characteristics for the energy being measured and their role in overall uncertainty. The lowest possible uncertainty that is achievable will come from choosing the best instrument for the experimental investigation. Therefore, dosimeters should be chosen with care. The reported uncertainty should reflect the authors’ understanding of the various available dosimeters. For example, an investigation using TLDs should specify the annealing regime used as this can result in an increase in the uncertainty from 1% to 5%, depending on the temperature and the cooling rate procedure. In addition, uncertainties arise from the differences in TLD response due to differing photon energy of the calibration source (e.g., 1.25 MeV) and low-energy brachytherapy sources (e.g., 0.03 MeV). This energy dependence may be divided into intrinsic energy dependence $k_{	ext{in}}(Q)$ (relating detector reading to detector dose) and absorbed-dose energy dependence $f(Q)$ (relating dose to a detector to dose to medium in the absence of the detector). When measuring the absorbed dose for low-energy photon-emitting brachytherapy sources when calibrating with a $^{60}$Co beam, the $k_{	ext{in}}(Q)$ uncertainty ($k=1$) can be significantly less than 5%. Measurement medium: The AAPM TG-43 brachytherapy dosimetry protocol specifies a methodology to determine the absorbed dose to water for a brachytherapy source. The difficulties involved with measurements in a liquid medium often result in experiments being carried out in a solid medium that is designed to be radiologically equivalent to liquid water. However, many of the materials on the market today have been designed to be water equivalent at a particular energy range, usually megavoltage photon energies. These materials may or may not be equivalent to water at lower photon energies or for other types of radiation. Investigators should address the impact that measurement medium will have on the results as it pertains to absorbed dose to water. In addition, measurement phantom size should be specified in the investigators’ publications.
As with physical measurements, MC simulations also contain uncertainties in their results. As such, MC investigators should have a thorough understanding of the MC process and its associated uncertainties. Specific areas to be addressed are as follows:

(i) Type A uncertainties: MC methods are stochastic in nature. By using probability distributions, appropriate starting conditions, and suitable pseudorandom numbers, a problem may be simulated to produce a result consistent with a physical system. In general, convergence of MC-based radiation transport simulations obey Poisson statistics and, as such, have an associated statistical uncertainty that decreases as the inverse square root of the number of samples (in this case the number of particle histories). Thus, the investigator should provide simulations with a sufficient number of histories to provide an acceptable level of statistical uncertainty (<0.1%) so these may be considered negligible in comparison to other less constrainable uncertainties.

(ii) Type B uncertainties: In addition to the type A uncertainties that arise naturally from a MC simulation, any model of a physical system will include type B uncertainties. This type of uncertainty will consist of uncertainties in source dimensions, internal component location(s), volume averaging, and material composition, for example. A thorough investigation to determine as many of the type B uncertainties as possible and their effects on the dosimetric quantities should be performed in the course of completing a MC study of a brachytherapy source. Examples of determining the type B uncertainties for a brachytherapy source have been given throughout Secs. III and IV.

VI.D. Source and TPS manufacturers

Brachytherapy source manufacturers should implement tight tolerances on their manufacturing processes since the clinical results are dependent on consistent source fabrication. The largest potential dosimetric variation is from dynamic internal components (Sec. IV B). Thus, the design should constrain motion of these components. The source design/version in regular clinical use should be the same design/version measured and simulated by the dosimetry investigator and measured by the dosimetry laboratories. Moreover, detailed information on the source components including dimensions, tolerances, and material compositions should be openly provided. If the manufacturer decides to change source design/version, the manufacturer must recognize that this is equivalent to construction of a new source, which is subject to the processes described by DeWerd et al., which include regular comparisons with dosimetry laboratories. Furthermore, manufacturers are advised to minimize and keep constant any radiocontaminants per Sec. IV C.

As mentioned in Sec. VI C, it is recommended that TPS manufacturers continue to strive for clinical utilization of standardized datasets and development of TPS algorithm benchmarking procedures toward minimizing type B dose calculation uncertainties. This can be accomplished through continuing adoption of the consensus dataset approach for single-source dose calculations in standardized geometries and through providing the information required to dosimetrically characterize the clinical applicators and patient interfaces which will be incorporated in these new TPS platforms.

VII. SUMMARY AND COMPARISON TO EXISTING WRITTEN STANDARDS

Throughout the current report, the AAPM and GEC-ESTRO have refined clinical expectations of brachytherapy dosimetric uncertainty. Uncertainties are involved in all aspects of the dosimetry process. Every aspect of the process results in a greater uncertainty in the estimation of patient dose. The AAPM TG-40 and TG-56 reports attempted to provide QA procedures to reduce dosimetric uncertainty. The end result for consideration is the uncertainties involved in patient treatments. The first aspect of these uncertainties involves the transfer of the NIST calibration standard from the ADCL to the clinic’s well chamber for the determination of measured source strength. When the clinical medical physicist measures this, a typical uncertainty (k=2) is about 3% (Sec. V A 5). If each source is not measured, the corresponding uncertainty is increased through use of the manufacturer value based on batch averaging. If the physicist relies solely on the manufacturer’s value, then unknown manufacturer measurement uncertainties are passed along to the clinic (patient), along with possible administrative errors by the manufacturer sending sources from the order placed by another institution. Generally, the manufacturer source-strength uncertainty is larger than if measured by the clinical medical physicist using an instrument with a calibration coefficient traceable to a primary standards laboratory. The second aspect of dosimetric uncertainty involves treatment planning. Intrinsic to this process is derivation and utilization of TG-43 parameters. If these parameters are based on AAPM consensus data, their uncertainties should have been provided in the AAPM report. If data from multiple dosimetry investigators are entered into the TPS, the resultant dosimetric uncertainty of the calculated dose is greater. Further, uncertainties in the treatment planning process are not as great an effect on the patient treatment as is the initial determination of the reference dose-rate distribution. When all these uncertainties are combined, the k=2 uncertainty of dose rates for low- and high-energy photon-emitting brachytherapy sources used in treatment planning are approximately 9% and 7%, respectively. Uncertainty in dose delivery due to physical implantation will add to these uncertainties and surely be larger upon clinical implementation. Consequently, it is paramount that the clinical medical physicist be cognizant of these uncertainties and endeavor to minimize them for the aspects within their responsibilities. Similarly, brachytherapy source dosimetry investigators should continue to minimize dosimetric uncertainties in their reference data.
The AAPM TG-56 report recommends brachytherapy dose delivery accuracy within 5%–10% with source calibration accuracy within 3%. This latter tolerance was updated by Butler et al. to 6% for individual sources. While the scope of the current report is limited to evaluation of pre-treatment brachytherapy dosimetry uncertainties, it appears that the TG-56 10% criterion for accuracy of brachytherapy dose delivery cannot be adhered to within a 95% confidence level. To our knowledge, there are no other existing societal standards on uncertainty for brachytherapy source calibration and dose delivery, and additional research in this area is needed. A joint effort of GEC-ESTRO and AAPM brachytherapy physicists/physicians will explore more details of the clinical aspects of the total uncertainty budget for brachytherapy treatment delivery.
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